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#### Abstract

The purpose of this work is to establish a new generalized form of the Krasnoselskii type compression-expansion fixed point theorem for a sum of an expansive operator and a completely continuous one. Applications to three nonlinear boundary value problems associated to second order differential equations of coincidence type are included to illustrate the main results.
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## 1. Introduction

One of the main results in fixed point theory is the cone expansion and compression theorem proved by Krasnoselskii in 1964 (see, e.g., [10, 11]). It represents a powerful existence tool in studying operator equations and showing existence of positive solutions to various boundary value problems. By this result, a solution is localized in a conical shell of a normed linear space. This theorem has been recently deeply improved in various directions; see $[1,2,3,6,9,12,13,14]$ and references therein. A vector version of Krasnoselskii's fixed point theorem in cones has been given in $[4,15,16]$. In practice, the vector version allows the nonlinear term of a system to have different behaviors both in components and in variables.
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In this paper, we first establish some user-friendly versions of Krasnoselskii type compression-expansion fixed point theorem for a sum of an expansive operator and a completely continuous one. A vector version of the main result is also given.
Next, using the main obtained fixed-point result, we study the existence of positive solutions for three nonlinear boundary value problems associated to second order differential equations and systems of coincidence type equations.

Let $X$ be a normed linear space with norm $\|$.$\| , and let \mathcal{P} \subset X$ be a wedge, i.e., a closed convex subset of $X, \mathcal{P} \neq\{0\}$ with $\lambda \mathcal{P} \subset \mathcal{P} \neq\{0\}$ for every $\lambda \in \mathbb{R}_{+}$. If in addition $\mathcal{P} \cap(-\mathcal{P})=\{0\}$, then $\mathcal{P}$ is a cone, and we say that $x<y$ if and only if $y-x \in \mathcal{P} \backslash\{0\}$. For two numbers $0<r<R$, we define the conical shell $\mathcal{P}_{r, R}$ by $\mathcal{P}_{r, R}:=\{x \in \mathcal{P}: r \leq\|x\| \leq R\}$.

Let $N: D \subset X \rightarrow X$ be a continuous operator. The operator $N$ is said to be bounded if it maps bounded sets into bounded sets, completely continuous if it maps bounded sets into relatively compact sets, and compact if the set $N(D)$ is relatively compact.

Consider the operator equation

$$
N x=x
$$

where $N$ is a given nonlinear map acting in $\mathcal{P}$.
Theorem 1.1. (Krasnoselskii's compression-expansion fixed point theorem). Let $\alpha, \beta>$ $0, \alpha \neq \beta, r:=\min \{\alpha, \beta\}$ and $R:=\max \{\alpha, \beta\}$. Assume that $N: \mathcal{P}_{r, R} \rightarrow \mathcal{P}$ is a compact map and there exists $p \in \mathcal{P} \backslash\{0\}$ such that the following conditions are satisfied:

$$
\begin{array}{cl}
N x \neq \lambda x & \text { for }\|x\|=\alpha \text { and } \lambda>1 \\
N x+\mu p \neq x & \text { for }\|x\|=\beta \text { and } \mu>0 \tag{1.1}
\end{array}
$$

Then $N$ has a fixed point $x$ in $\mathcal{P}$ with $r \leq\|x\| \leq R$.
Remark 1.2. If $\beta<\alpha$, then the conditions (1.1) represents a compression property of $N$ upon the conical shell $\mathcal{P}_{r, R}$, while if $\beta>\alpha$, then the conditions (1.1) expresses an expansion property of $N$ upon $\mathcal{P}_{r, R}$.

Consider a system of two operator equations

$$
\left\{\begin{array}{l}
N_{1}\left(x_{1}, x_{2}\right)=x_{1} \\
N_{2}\left(x_{1}, x_{2}\right)=x_{2}
\end{array}\right.
$$

where $N_{1}, N_{2}$ act from $\mathcal{P} \times \mathcal{P}$ to $\mathcal{P}$.
Theorem 1.3. $\left(\left[16\right.\right.$, Theorem 2.1]). Let $(X,\|\|$.$) be a normed linear space; \mathcal{P}_{1}, \mathcal{P}_{2} \subset X$ two wedges; $\mathcal{P}:=\mathcal{P}_{1} \times \mathcal{P}_{2} ; \alpha_{i}, \beta_{i}>0$ with $\alpha_{i} \neq \beta_{i}$ for $i=1,2$ and let $r_{i}=\min \left\{\alpha_{i}, \beta_{i}\right\}$, $R_{i}=\max \left\{\alpha_{i}, \beta_{i}\right\}$ for $i=1,2$. Assume that $N: \mathcal{P}_{r, R}=\left(\mathcal{P}_{1}\right)_{r_{1}, R_{1}} \times\left(\mathcal{P}_{2}\right)_{r_{2}, R_{2}} \rightarrow$ $\mathcal{P}, N=\left(N_{1}, N_{2}\right)$, is a compact map and there exist $p_{i} \in \mathcal{P}_{i} \backslash\{0\}, i=1,2$ such that for each $i \in\{1,2\}$ the following conditions are satisfied in $\mathcal{P}_{r, R}$ :

$$
\begin{array}{cl}
N_{i} x \neq \lambda x_{i} & \text { for }\left\|x_{i}\right\|=\alpha_{i} \text { and } \lambda>1 \\
N_{i} x+\mu p_{i} \neq x_{i} & \text { for }\left\|x_{i}\right\|=\beta_{i} \text { and } \mu>0 . \tag{1.2}
\end{array}
$$

Then $N$ has a fixed point $x=\left(x_{1}, x_{2}\right)$ in $\mathcal{P}$ such that $r_{i} \leq\left\|x_{i}\right\| \leq R_{i}$ for $i=1,2$.

A mapping $T: D \subset Y \rightarrow Y$, where $(Y, d)$ is a metric space, is said to be expansive if there exists a constant $h>1$ such that

$$
d(T x, T y) \geq h d(x, y) \text { for all } x, y \in D
$$

To establish our results, we need the following technical lemma concerning expansive mappings.

Lemma 1.4. Let $(X,\|\cdot\|)$ be a linear normed space and $D \subset X$. Assume that the mapping $T: D \rightarrow X$ is expansive with constant $h>1$. Then the mapping $T: D \rightarrow$ $T(D)$ is invertible and

$$
\left\|T^{-1} x-T^{-1} y\right\| \leq \frac{1}{h}\|x-y\|, \quad \forall x, y \in T(D)
$$

## 2. Main results

Theorem 2.1. Let $K$ be a subset of a Banach space $X$ and $\mathcal{P} \subset X$ a wedge. Assume that $T: K \rightarrow X$ is an expansive mapping with constant $h>1$ and $F: K \rightarrow X$ is a mapping such that $I-F: K \rightarrow \mathcal{P}$ is completely continuous one with $\mathcal{P} \subset T(K)$. Let $\alpha, \beta>0, \alpha \neq \beta, p \in \mathcal{P} \backslash\{0\}, r:=\min \{\alpha, \beta\}$ and $R:=\max \{\alpha, \beta\}$.
Suppose that the following conditions are satisfied:

$$
\begin{gather*}
x \neq \lambda T x+F x \quad \text { for } x \in T^{-1}(\mathcal{P}),\|T x\|=\alpha \text { and } \lambda>1  \tag{2.1}\\
x \neq T x+F x-\mu p \quad \text { for } x \in T^{-1}(\mathcal{P}),\|T x\|=\beta \text { and } \mu>0 \tag{2.2}
\end{gather*}
$$

Then $T+F$ has a fixed point $x$ in $T^{-1}(\mathcal{P})$ such that $r \leq\|T x\| \leq R$.
Proof. By Lemma 1.4, the operator $T^{-1}: T(K) \rightarrow K$ is a $\frac{1}{h}$-contraction. Then the operator $N$ defined by

$$
\begin{aligned}
N: \mathcal{P} & \rightarrow \mathcal{P} \\
y & \mapsto N y=T^{-1} y-F T^{-1} y
\end{aligned}
$$

is well defined and it is completely continuous.
Claim 1. We show that Condition (2.1) implies that

$$
N y \neq \lambda y \text { for }\|y\|=\alpha \text { and } \lambda>1
$$

On the contrary, assume the existence of $\lambda_{0}>1$ and $y_{1} \in \mathcal{P}$ with $\left\|y_{1}\right\|=\alpha$ such that

$$
N y_{1}=\lambda_{0} y_{1}
$$

Let $x_{1}:=T^{-1} y_{1}$. Then

$$
x_{1}-F x_{1}=\lambda_{0} T x_{1} .
$$

The hypotheses $y_{1} \in \mathcal{P},\left\|y_{1}\right\|=\alpha$ imply that $x_{1} \in T^{-1}(\mathcal{P})$ and $\left\|T x_{1}\right\|=\alpha$. Which lead to a contradiction with Condition (2.1).
Claim 2. We show that Condition (2.2) implies that

$$
N y+\mu p \neq y \text { for }\|y\|=\beta \text { and } \mu>0
$$

On the contrary, assume the existence of $\mu_{0}>1$ and $y_{2} \in \mathcal{P}$ with $\left\|y_{2}\right\|=\beta$ such that

$$
y_{2}-N y_{2}=\mu_{0} p .
$$

Let $x_{2}:=T^{-1} y_{2}$. Then

$$
x_{2}=T x_{2}+F x_{2}-\mu_{0} p .
$$

The hypotheses $y_{2} \in \mathcal{P},\left\|y_{2}\right\|=\beta$ imply that $x_{2} \in T^{-1}(\mathcal{P})$ and $\left\|T x_{2}\right\|=\beta$. Which lead to a contradiction with Condition (2.2).

Consequently, by Theorem 1.1, the operator $N$ has a fixed point $y \in \mathcal{P}$ such that $r \leq\|y\| \leq R$. That is

$$
T^{-1} y-F T^{-1} y=y
$$

Let $x:=T^{-1} y$. Then $x \in T^{-1}(\mathcal{P})$, it is a fixed point of $T+F$, and

$$
r \leq\|T x\| \leq R
$$

If in addition $\mathcal{P}$ is a cone, as a consequence of Theorem 2.1, we derive the following cone compression and expansion fixed point theorems, the first in terms of the partial order relation induced by $\mathcal{P}$ and the second of norm type.

Corollary 2.2. Let $K$ be a subset of a Banach space $X$ and $\mathcal{P} \subset X$ a cone. Assume that $T: K \rightarrow X$ is an expansive mapping with constant $h>1$ and $F: K \rightarrow X$ is a mapping such that $I-F: K \rightarrow \mathcal{P}$ is completely continuous one with $\mathcal{P} \subset T(K)$. Let $\alpha, \beta>0, \alpha \neq \beta, r:=\min \{\alpha, \beta\}$ and $R:=\max \{\alpha, \beta\}$.
Suppose that the following conditions are satisfied:

$$
\begin{align*}
& x \ngtr T x+F x \text { for } x \in T^{-1}(\mathcal{P}) \text { with }\|T x\|=\alpha .  \tag{2.3}\\
& x \nless T x+F x \text { for } x \in T^{-1}(\mathcal{P}) \text { with }\|T x\|=\beta . \tag{2.4}
\end{align*}
$$

Then $T+F$ has a fixed point $x$ in $T^{-1}(\mathcal{P})$ such that $r \leq\|T x\| \leq R$.
Proof. The conditions (2.1) and (2.2) of Theorem 2.1 are satisfied. Indeed, assume the contrary of Condition (2.1). Then there exist $\lambda_{0}>1$ and $x_{0} \in T^{-1}(\mathcal{P})$ with $\left\|T x_{0}\right\|=\alpha$ such that

$$
x_{0}=\lambda_{0} T x_{0}+F x_{0} .
$$

Thus, $T x_{0}=\frac{1}{\lambda_{0}}\left(x_{0}-F x_{0}\right)<x_{0}-F x_{0}$, that is $x_{0}>T x_{0}+F x_{0}$, which contradicts (2.3).

Assume the contrary of Condition (2.2). Then there exist $p \in \mathcal{P} \backslash\{0\}, \mu_{0}>0$ and $x_{1} \in T^{-1}(\mathcal{P})$ with $\left\|T x_{1}\right\|=\beta$ such that

$$
x_{1}=T x_{1}+F x_{1}-\mu_{0} p .
$$

Since $\mu_{0} p \in \mathcal{P} \backslash\{0\}$, we obtain

$$
x_{1}<T x_{1}+F x_{1},
$$

which contradicts (2.4).
Corollary 2.3. Let $K$ be a subset of a Banach space $X$ and $\mathcal{P} \subset X$ a cone. Assume that $T: K \rightarrow X$ is an expansive mapping with constant $h>1$ and $F: K \rightarrow X$ is a mapping such that $I-F: K \rightarrow \mathcal{P}$ is completely continuous one with $\mathcal{P} \subset T(K)$. Let $\alpha, \beta>0, \alpha \neq \beta, r:=\min \{\alpha, \beta\}$ and $R:=\max \{\alpha, \beta\}$.
Suppose that the following conditions are satisfied:

$$
\begin{align*}
& \|x-F x\| \leq\|T x\| \text { for } x \in T^{-1}(\mathcal{P}) \text { with }\|T x\|=\alpha .  \tag{2.5}\\
& \|x-F x\| \geq\|T x\| \text { for } x \in T^{-1}(\mathcal{P}) \text { with }\|T x\|=\beta . \tag{2.6}
\end{align*}
$$

Then $T+F$ has a fixed point $x$ in $T^{-1}(\mathcal{P})$ such that $r \leq\|T x\| \leq R$.
Proof. The conditions (2.1) and (2.2) of Theorem 2.1 are satisfied. Indeed, assume the contrary of Condition (2.1). Then there exist $\lambda_{0}>1$ and $x_{0} \in T^{-1}(\mathcal{P})$ with $\left\|T x_{0}\right\|=\alpha$ such that

$$
x_{0}=\lambda_{0} T x_{0}+F x_{0} .
$$

Then $x_{0}-F x_{0}=\lambda_{0} T x_{0}$, that is

$$
\left\|x_{0}-F x_{0}\right\|=\lambda_{0}\left\|T x_{0}\right\|>\left\|T x_{0}\right\|
$$

which contradicts (2.5).
Assume the contrary of Condition (2.2). Then there exist $p \in \mathcal{P} \backslash\{0\}, \mu_{0}>0$ and $x_{1} \in T^{-1}(\mathcal{P})$ with $\left\|T x_{1}\right\|=\beta$ such that

$$
x_{1}=T x_{1}+F x_{1}-\mu_{0} p
$$

$x_{1}-F x_{1}=T x_{1}-\mu_{0} p$ that is

$$
\left\|x_{1}-F x_{1}\right\|<\left\|T x_{1}\right\|
$$

which contradicts (2.6).
The vector version of Theorem 2.1 is presented in the following theorem. In what follows, we shall consider two Banach spaces $\left(X_{1},\|\cdot\|_{1}\right),\left(X_{2},\|\cdot\|_{2}\right)$; two wedges $\mathcal{P}_{1} \subset X_{1}, \mathcal{P}_{2} \subset X_{2}$, the product space $X:=X_{1} \times X_{2}$, the corresponding wedge $\mathcal{P}:=\mathcal{P}_{1} \times \mathcal{P}_{2}$ of $X$. For $\alpha_{i}, \beta_{i}>0$ with $\alpha_{i} \neq \beta_{i}$, let $\alpha=\left(\alpha_{1}, \alpha_{2}\right), \beta=\left(\beta_{1}, \beta_{2}\right)$, $r_{i}=\min \left\{\alpha_{i}, \beta_{i}\right\}, R_{i}=\max \left\{\alpha_{i}, \beta_{i}\right\}$ for $i=1,2$, and $r=\left(r_{1}, r_{2}\right), R=\left(R_{1}, R_{2}\right)$.
Theorem 2.4. Let $K:=K_{1} \times K_{2}$ be a subset of $X$.
Assume that $T_{i}: K_{i} \subset X_{i} \rightarrow X_{i}$ be an expansive mapping with constant $h_{i}>1$ and $F_{i}: K \rightarrow X_{i}$ is a mapping such that $I_{i}-F_{i}: K \rightarrow X_{i}$ be a completely continuous one with $\mathcal{P}_{i} \subset T\left(K_{i}\right), i=1,2$ and $x_{i}-F_{i}\left(x_{1}, x_{2}\right) \in \mathcal{P}_{i}$ for $x_{i} \in K_{i}, i=1,2$.
Suppose that there exist $p_{i} \in \mathcal{P}_{i} \backslash\{0\}, i=1,2$ such that for each $i \in\{1,2\}$ the following conditions are satisfied:

$$
\begin{gather*}
x_{i} \neq \lambda T_{i} x_{i}+F_{i} x \text { for } x_{i} \in T_{i}^{-1}\left(\mathcal{P}_{i}\right),\left\|T_{i} x_{i}\right\|=\alpha_{i} \text { and } \lambda>1  \tag{2.7}\\
x_{i} \neq T_{i} x_{i}+F_{i} x-\mu p_{i} \text { for } x_{i} \in T_{i}^{-1}\left(\mathcal{P}_{i}\right),\left\|T_{i} x_{i}\right\|=\beta_{i} \text { and } \mu>0 \tag{2.8}
\end{gather*}
$$

Then $T+F=\left(T_{1}+F_{1}, T_{2}+F_{2}\right)$ has a fixed point $x=\left(x_{1}, x_{2}\right)$ in $T_{1}^{-1}\left(\mathcal{P}_{1}\right) \times T_{2}^{-1}\left(\mathcal{P}_{2}\right)$ such that

$$
r_{i} \leq\left\|T_{i} x_{i}\right\| \leq R_{i} \text { for } i=1,2
$$

Proof. By Lemma 1.4, for $i \in\{1,2\}$ the operator $T_{i}^{-1}: T\left(K_{i}\right) \rightarrow K_{i}$ is an $\frac{1}{h_{i}}$ contraction. Then the operator $N$ defined by

$$
\begin{aligned}
N: \mathcal{P} & \rightarrow \mathcal{P} \\
y & \mapsto N\left(y_{1}, y_{2}\right)=\left(N_{1}\left(y_{1}, y_{2}\right), N_{2}\left(y_{1}, y_{2}\right)\right)
\end{aligned}
$$

where

$$
\left\{\begin{array}{l}
N_{1}\left(y_{1}, y_{2}\right)=T_{1}^{-1} y_{1}-F_{1}\left(T_{1}^{-1} y_{1}, T_{2}^{-1} y_{2}\right) \\
N_{2}\left(y_{1}, y_{2}\right)=T_{2}^{-1} y_{2}-F_{2}\left(T_{1}^{-1} y_{1}, T_{2}^{-1} y_{2}\right)
\end{array}\right.
$$

is well defined and it is completely continuous.

Claim 1. We show that Condition (2.7) implies that

$$
N_{i} y \neq \lambda y_{i} \text { for }\left\|y_{i}\right\|=\alpha_{i} \text { and } \lambda>1 \text { for } i=1,2 .
$$

On the contrary, assume the existence of $\lambda_{0}>1$ and , $y^{0}=\left(y_{1}^{0}, y_{2}^{0}\right) \in \mathcal{P}$ with $\left\|y_{i}^{0}\right\|=\alpha_{i}$ such that

$$
N_{1} y^{0}=\lambda_{0} y_{1}^{0} \quad \text { or } \quad N_{2} y^{0}=\lambda_{0} y_{2}^{0}
$$

Let $x_{i}^{0}:=T_{i}^{-1} y_{i}^{0}$ for $i=1,2$. Then, we obtain

$$
x_{1}^{0}-F_{1}\left(x_{1}^{0}, x_{2}^{0}\right)=\lambda_{0} T_{1} x_{1}^{0}
$$

or

$$
x_{2}^{0}-F_{1}\left(x_{1}^{0}, x_{2}^{0}\right)=\lambda_{0} T_{2} x_{2}^{0} .
$$

The hypotheses $y^{0} \in \mathcal{P},\left\|y_{i}^{0}\right\|=\alpha_{i}$ imply that $x_{i}^{0} \in T_{i}^{-1}\left(\mathcal{P}_{i}\right)$ for $i=1,2$ with $\left\|T_{i} x_{i}^{0}\right\|=\alpha_{i}$, which lead to a contradiction with Condition (2.7).
Claim 2. We show that condition (2.8) implies that

$$
N_{i} y+\mu p_{i} \neq y_{i} \text { for }\left\|y_{i}\right\|=\beta_{i} \text { and } \mu>0 \text { for } i=1,2
$$

On the contrary, assume the existence of $\mu_{0}>0$ and $z^{0}=\left(z_{1}^{0}, z_{2}^{0}\right) \in \mathcal{P}$ with $\left\|z_{i}^{0}\right\|=\beta_{i}$ such that

$$
z_{1}^{0}-N_{1} z^{0}=\mu_{0} p_{1} \quad \text { or } z_{2}^{0}-N_{2} z^{0}=\mu_{0} p_{2} .
$$

Let $t_{i}^{0}:=T_{i}^{-1} z_{i}^{0}$ for $i=1,2$. Then, we obtain

$$
t_{1}^{0}=T_{1} t_{1}^{0}+F_{1}\left(t_{1}^{0}, t_{2}^{0}\right)-\mu_{0} p_{1}
$$

or

$$
t_{2}^{0}=T_{2} t_{2}^{0}+F_{2}\left(t_{1}^{0}, t_{2}^{0}\right)-\mu_{0} p_{2} .
$$

The hypotheses $z^{0} \in \mathcal{P},\left\|z_{i}^{0}\right\|=\beta_{i}$ imply that $t_{i}^{0} \in T_{i}^{-1}\left(\mathcal{P}_{i}\right)$ for $i=1,2$ with $\left\|T_{i} t_{i}^{0}\right\|=$ $\beta_{i}$, which lead to a contradiction with condition (2.8). Our result then follows from Theorem 1.3.

Remark 2.5. Since the compact operator $N$ in Theorems 1.1 and 1.3 may be generalized to a strict-set contraction, the conclusion of Theorems 2.1 (and its Corollaries) and Theorems 2.4 can be extended to the case of a $\ell$-set contraction mapping $I-F(0<\ell<h)$ with respect to some measure of noncompactness (see [5]).

## 3. Applications

### 3.1. Example 1

Consider the following nonlinear boundary value problem

$$
\left\{\begin{array}{l}
-\frac{d^{2}}{d t^{2}} f(t, x(t))=g(t) h(x(t)), 0<t<1  \tag{3.1}\\
x(0)=x(1)=0
\end{array}\right.
$$

where $f:[0,1] \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is continuous function defined by:

$$
f(t, u)=u^{3}+a(t) u, a \in \mathcal{C}^{2}\left([0,1], \mathbb{R}_{+}\right), \text {with } \min _{t \in[0,1]} a(t)>1,
$$

$g \in \mathcal{C}\left([0,1], \mathbb{R}_{+}\right)$and $h: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is continuous increasing function.

Problem (3.1) is equivalent to the integral equation

$$
\begin{equation*}
f(t, x(t))=\int_{0}^{1} G(t, s) g(s) h(x(s)) d s, t \in[0,1] \tag{3.2}
\end{equation*}
$$

where $G$ is the corresponding Green's function defined in $[0,1] \times[0,1]$ by:

$$
G(t, s)= \begin{cases}t(1-s), & \text { if } \quad 0 \leq t \leq s \leq 1  \tag{3.3}\\ s(1-t), & \text { if } 0 \leq s \leq t \leq 1\end{cases}
$$

The Green function satisfies the following properties:

$$
\begin{aligned}
0 \leq G(t, s) & \leq G(s, s), \forall(t, s) \in[0,1] \times[0,1] \\
G(t, s) & \geq \frac{1}{4} G(s, s), \forall(t, s) \in\left[\frac{1}{4}, \frac{3}{4}\right] \times[0,1] . \\
\int_{0}^{1} G(t, s) d s & \leq \frac{1}{8}, \forall t \in[0,1] . \\
\int_{\frac{1}{4}}^{\frac{3}{4}} G(t, s) d s & \geq \frac{1}{16}, \forall t \in\left[\frac{1}{4}, \frac{3}{4}\right] .
\end{aligned}
$$

We will set

$$
\begin{aligned}
& A:=\max _{t \in[0,1]} \int_{0}^{1} G(t, s) g(s) d s, \\
& B:=\frac{1}{4} \int_{\frac{1}{4}}^{\frac{3}{4}} G\left(t_{0}, s\right) g(s) d s, \text { for some } t_{0} \in[0,1] .
\end{aligned}
$$

We let
$\left(\mathcal{C}_{0}\right) 1<a_{0}:=\min _{t \in[0,1]} a(t) \leq a^{0}:=\max _{t \in[0,1]} a(t)$.
Assume that the following assumptions hold for some positive reals $\alpha, \beta$ with $\alpha \neq \beta$ :
$\left(\mathcal{C}_{1}\right) \operatorname{Ah}\left(\frac{1}{a_{0}} \alpha\right) \leq \alpha$,
$\left(\mathcal{C}_{2}\right) \operatorname{Bh}\left(\frac{1}{4} \beta_{0}\right) \geq \beta$, where $\beta_{0}=\beta_{0}(\beta)>0$ such that $\beta_{0}^{3}+a^{0} \beta_{0}=\beta$.

Remark 3.1. From the properties of Green's function, we get

$$
\max _{t \in[0,1]} \int_{0}^{1} G(t, s) g(s) d s \leq \frac{1}{8} \max _{t \in[0,1]} g(t)
$$

and

$$
\min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} \int_{\frac{1}{4}}^{\frac{3}{4}} G(t, s) g(s) d s \geq \frac{1}{16} \min _{t \in\left[\frac{1}{4}, \frac{3}{4}\right]} g(t) .
$$

Then, for the conditions $\left(\mathcal{C}_{1}\right)$ and $\left(\mathcal{C}_{2}\right)$ to be satisfied it is enough that constants $\alpha$ and $\beta$ satisfy

$$
\frac{1}{8} \max _{t \in[0,1]} g(t) h\left(\frac{1}{a_{0}} \alpha\right) \leq \alpha \text { and } \frac{1}{16} \min _{t \in \in\left[\frac{1}{4}, \frac{3}{4}\right]} g(t) h\left(\frac{1}{4} \beta_{0}\right) \geq \beta .
$$

Now we state our main result

Theorem 3.2. Let Assumptions $\left(\mathcal{C}_{0}\right)-\left(\mathcal{C}_{2}\right)$ be satisfied. Then the nonlinear boundary value problem has a solution $x$ which belongs to $\mathcal{C}\left([0,1], \mathbb{R}_{+}\right)$.
Proof. Consider the Banach space $X=\mathcal{C}([0,1])$ normed by $\|x\|=\max _{t \in[0,1]}|x(t)|$, the set

$$
K=\{x \in X \mid x(t) \geqslant 0, \forall t \in[0,1]\}
$$

and the positive cone $\mathcal{P}$

$$
\mathcal{P}=\left\{x \in X: x \geq 0 \text { on }[0,1] \text { and } x(t) \geq \frac{1}{4}\|x\| \text { for } \frac{1}{4} \leq t \leq \frac{3}{4}\right\}
$$

Define the operators $T: K \rightarrow K$ and $F: K \rightarrow X$ by

$$
\begin{gathered}
T x(t)=x(t)^{3}+a(t) x(t) \\
F x(t)=x(t)-\int_{0}^{1} G(t, s) g(s) h(x(s)) d s
\end{gathered}
$$

respectively, for $t \in[0,1]$. Then the integral equation (3.2) is equivalent to the operational equation $x=T x+F x$. We check that all assumptions of Theorem 2.1 are satisfied.
(a) The operator $T: K \rightarrow K$ is surjective and it is expansive with constant $a_{0}>1$.
(b) Using the Arzela-Ascoli compactness criteria, we can show that $I-F$ maps bounded sets of $K$ into relatively compact sets. In view of the sup-norm and the continuity of functions $G, g$ and $h$, it is easily checked that $I-F$ is continuous. Therefore, the operator $I-F: K \rightarrow \mathcal{P}$ is completely continuous.
(c) Assume the existence of $x_{0} \in T^{-1}(\mathcal{P})$ with $\left\|T x_{0}\right\|=\alpha$ and $\lambda_{0}>1$ such that

$$
x_{0}=\lambda_{0} T x_{0}+F x_{0}
$$

Then, $\lambda_{0} T x_{0}=x_{0}-F x_{0}=\int_{0}^{1} G(., s) g(s) h\left(x_{0}(s)\right) d s$ on $[0,1]$.
So

$$
\begin{equation*}
\alpha<\lambda_{0}\left\|T x_{0}\right\|=\max _{t \in[0,1]} \int_{0}^{1} G(t, s) g(s) h\left(x_{0}(s)\right) d s \tag{3.4}
\end{equation*}
$$

On the other hand, we have

$$
\left\|x_{0}\right\|=\left\|T^{-1} T x_{0}\right\| \leq \frac{1}{a_{0}}\left\|T x_{0}\right\|=\frac{1}{a_{0}} \alpha
$$

where $\frac{1}{a_{0}}<1$ is the Liptchiz constant of $T^{-1}$, which implies that

$$
0 \leq x_{0}(t) \leq \frac{1}{a_{0}} \alpha \text { for } t \in[0,1]
$$

Since the function $h$ is increasing, we get

$$
0 \leq h\left(x_{0}(t)\right) \leq h\left(\frac{1}{a_{0}} \alpha\right) \text { for } t \in[0,1] .
$$

Thus, for all $t \in[0,1]$, we obtain

$$
\begin{aligned}
\int_{0}^{1} G(t, s) g(s) h\left(x_{0}(s)\right) d s & \leq h\left(\frac{1}{a_{0}} \alpha\right) \int_{0}^{1} G(t, s) g(s) d s \\
& \leq\left\|\int_{0}^{1} G(., s) g(s) d s\right\| h\left(\frac{1}{a_{0}} \alpha\right) \\
& \leq A h\left(\frac{1}{a_{0}} \alpha\right) \leq \alpha
\end{aligned}
$$

By passage to the maximum, we obtain

$$
\max _{t \in[0,1]} \int_{0}^{1} G(t, s) g(s) h\left(x_{0}(s)\right) d s \leq \alpha
$$

which leads to a contradiction with (3.4).
(d) Assume the existence of $x_{1} \in T^{-1}(\mathcal{P})$ with $\left\|T x_{1}\right\|=\beta$ and $\mu_{0}>0$ such that

$$
x_{1}=T x_{1}+F x_{1}-\mu_{0} y_{0},
$$

where $y_{0} \in \mathcal{P}$ with $y_{0}(t)>0$ on $[0,1]$. Then

$$
\int_{0}^{1} G(., s) g(s) h\left(x_{1}(s)\right) d s=x_{1}-F x_{1}=T x_{1}-\mu_{0} y_{0}<T x_{1} \text { on }[0,1] .
$$

Since for all $t \in[0,1],\left(T x_{1}\right)(t) \leq\left\|T x_{1}\right\|=\beta$, we get

$$
\begin{equation*}
\int_{0}^{1} G(t, s) g(s) h\left(x_{1}(s)\right) d s<\left(T x_{1}\right)(t) \leq \beta, \forall t \in[0,1] \tag{3.5}
\end{equation*}
$$

On the other hand, from the property of Green's function $G$, for all $t \in\left[\frac{1}{4}, \frac{3}{4}\right]$, we have

$$
\begin{aligned}
\int_{0}^{1} G(t, s) g(s) h\left(x_{1}(s)\right) d s & \geq \frac{1}{4} \int_{\frac{1}{4}}^{\frac{3}{4}} G(s, s) g(s) h\left(x_{1}(s)\right) d s \\
& \geq \frac{1}{4} \int_{\frac{1}{4}}^{\frac{3}{4}} G\left(t_{0}, s\right) g(s) h\left(x_{1}(s)\right) d s
\end{aligned}
$$

Since $\left\|T x_{1}\right\|=\beta$ there exists $t_{1} \in[0,1]$ such that $\left(T x_{1}\right)\left(t_{1}\right)=\beta$. That is

$$
\left(x_{1}\left(t_{1}\right)\right)^{3}+a\left(t_{1}\right) x_{1}\left(t_{1}\right)=\beta \leq\left(x_{1}\left(t_{1}\right)\right)^{3}+a^{0} x_{1}\left(t_{1}\right),
$$

where $a^{0}=\max _{t \in[0,1]} a(t)$. Let $\beta_{0}=\beta_{0}(\beta)>0$ such that $\beta_{0}^{3}+a^{0} \beta_{0}=\beta$. So $x_{1}\left(t_{1}\right) \geq \beta_{0}$, which implies that $\left\|x_{1}\right\| \geq \beta_{0}$. Hence $x_{1}(s) \geq \frac{1}{4} \beta_{0}, \forall s \in\left[\frac{1}{4}, \frac{3}{4}\right]$, which gives

$$
h\left(x_{1}(s)\right) \geq h\left(\frac{1}{4} \beta_{0}\right)
$$

Thus

$$
\int_{0}^{1} G(t, s) g(s) h\left(x_{1}(s)\right) d s \geq \frac{1}{4} h\left(\frac{1}{4} \beta_{0}\right) \int_{\frac{1}{4}}^{\frac{3}{4}} G\left(t_{0}, s\right) g(s) d s=B h\left(\frac{1}{4} \beta_{0}\right) \geq \beta
$$

which leads to a contradiction with (3.5). Therefor Theorem 2.1 applies and assure that Problem (3.1) has at least one positive solution $x \in \mathcal{C}([0,1])$ such that

$$
r \leq\|T x\| \leq R
$$

where $r=\min (\alpha, \beta)$ and $R=\max (\alpha, \beta)$.

### 3.2. Example 2

Consider the following second-order nonlinear boundary value problem posed on the positive half-line

$$
\left\{\begin{array}{l}
-\frac{d^{2}}{d t^{2}} f(t, x(t))+k^{2} f(t, x(t))=g(t) h(t, x(t)), t \in(0,+\infty)  \tag{3.6}\\
x(0)=0, \quad \lim _{t \rightarrow+\infty} x(t)=0
\end{array}\right.
$$

where $k$ is a positive real parameter and $f:[0,+\infty) \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a continuous function defined by:

$$
f(t, u)=u^{3}+a(t) u, a \in \mathcal{C}^{2}\left([0,+\infty), \mathbb{R}_{+}\right)
$$

The functions $g:[0,+\infty) \rightarrow \mathbb{R}_{+}$and $h:[0,+\infty) \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$are continuous. Problem (3.6) is equivalent to the integral equation

$$
\begin{equation*}
f(t, x(t))=\int_{0}^{+\infty} G(t, s) g(s) h(s, x(s)) d s \tag{3.7}
\end{equation*}
$$

where $G$ is the corresponding Green's function defined by:

$$
G(t, s)=\frac{1}{2 k} \begin{cases}e^{-k s}\left(e^{k t}-e^{-k t}\right), & \text { if } \quad 0<t \leq s<\infty \\ e^{-k t}\left(e^{k s}-e^{-k s}\right), & \text { if } 0<s \leq t<\infty\end{cases}
$$

The Green function $G$ satisfies the following useful estimates:

$$
\begin{aligned}
& G(t, s) \leq G(s, s) \leq \frac{1}{2 k}, \forall t, s \in[0,+\infty) \\
& G(t, s) e^{-\mu t} \leq G(s, s) e^{-k s}, \forall t, s \in[0,+\infty), \forall \mu \geq k \\
& G(t, s) \geq \Lambda G(s, s) e^{-k s}, \forall(0<\gamma<\delta), \forall t \in[\gamma, \delta], \forall s \in[0,+\infty)
\end{aligned}
$$

where

$$
0<\Lambda=\min \left(e^{-k \delta}, e^{k \gamma}-e^{-k \gamma}\right)<1
$$

Assume that the following conditions are satisfied

$$
\left(\mathcal{H}_{0}\right) 1<a_{0}:=\inf _{t \in[0,+\infty)} a(t) \leq a^{0}:=\sup _{t \in[0,+\infty)} a(t)
$$

$\left(\mathcal{H}_{1}\right) h:[0,+\infty) \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is continuous and satisfies the polynomial growth condition:

$$
\exists d>0: d \neq 1,0 \leq h(t, x) \leq b(t)+c(t) x^{d}, \forall(t, x) \in[0,+\infty) \times \mathbb{R}_{+}
$$

where the functions $b, c \in \mathcal{C}\left([0,+\infty), \mathbb{R}_{+}\right)$.
$\left(\mathcal{H}_{2}\right)$ Assume the integrals

$$
\left\{\begin{aligned}
M_{1} & :=\int_{0}^{\infty} e^{-k s} b(s) G(s, s) g(s) d s \\
M_{2} & :=\int_{0}^{\infty} e^{(d \theta-k) s} c(s) G(s, s) g(s) d s
\end{aligned}\right.
$$

are convergent and satisfy

$$
\exists R>0, M_{1}+M_{2} \frac{1}{a_{0}^{d}} R^{d} \leq R
$$

$\left(\mathcal{H}_{3}\right)$ There exists $r$ with $0<r<R$ such that

$$
\Lambda \int_{\gamma}^{\delta} e^{-k s} G(s, s) g(s) h(s, u) d s \geq r e^{\theta \delta} \quad \text { for all } u \geq \Lambda r_{0}
$$

where $r_{0}=r_{0}(r)>0$ such that $r_{0}^{3}+a^{0} r_{0}=r$.
Now we state our main result.
Theorem 3.3. Let Assumptions $\left(\mathcal{H}_{0}\right)-\left(\mathcal{H}_{3}\right)$ be satisfied. Then the nonlinear boundary value problem (3.6) has at least one positive solution.

Proof. Given a real parameter $\theta \geq k$ and consider the weighted Banach space

$$
X=\left\{x \in \mathcal{C}([0,+\infty), \mathbb{R}): \sup _{t \in[0,+\infty)}\left\{e^{-\theta t}|x(t)|\right\}<\infty\right\}
$$

normed by

$$
\|x\|_{\theta}=\sup _{t \in[0,+\infty)}\left\{e^{-\theta t}|x(t)|\right\}
$$

Consider the set

$$
K=\{x \in X \mid x(t) \geqslant 0, \forall t \in[0,+\infty)\}
$$

For arbitrary positive real numbers $0<\gamma<\delta$, let $\mathcal{P}$ the positive cone defined in $X$ by

$$
\mathcal{P}=\left\{x \in X: x \geq 0 \text { on }[0,+\infty) \text { and } \min _{t \in[\gamma, \delta]} x(t) \geq \Lambda\|x\|_{\theta}\right\} .
$$

Define the operators $T: K \rightarrow K$ and $F: K \rightarrow X$ by:

$$
\begin{gathered}
T x(t)=x(t)^{3}+a(t) x(t) \\
F x(t)=x(t)-\int_{0}^{+\infty} G(t, s) g(s) h(s, x(s)) d s
\end{gathered}
$$

respectively, for $t \in[0,+\infty)$.Then the integral equation (3.7) is equivalent to the operational equation $x=T x+F x$. We check that all assumptions of Theorem 2.1 are satisfied:
(a) The operator $T: K \rightarrow K$ is surjective and it is expansive with constant $a_{0}>1$.
(b) Using the properties of Green function $G$ and appealing to the Zima compactness criteria (see [17, 18]), we can show that the operator $I-F: K \rightarrow \mathcal{P}$ is completely continuous (see [7, 8] ).
(c) Assume the existence of $x_{0} \in T^{-1}(\mathcal{P})$ with $\left\|T x_{0}\right\|_{\theta}=R$ and $\lambda_{0}>1$ such that

$$
x_{0}=\lambda_{0} T x_{0}+F x_{0}
$$

Then, $\lambda_{0} T x_{0}=x_{0}-F x_{0}=\int_{0}^{+\infty} G(., s) g(s) h\left(s, x_{0}(s)\right) d s$ on $[0,+\infty)$.
So

$$
\begin{equation*}
R<\lambda_{0}\left\|T x_{0}\right\|_{\theta}=\left\|(I-F) x_{0}\right\|_{\theta} \tag{3.8}
\end{equation*}
$$

On the other hand, we have

$$
\left\|x_{0}\right\|_{\theta}=\left\|T^{-1} T x_{0}\right\|_{\theta} \leq \frac{1}{a_{0}}\left\|T x_{0}\right\|_{\theta}=\frac{1}{a_{0}} R
$$

where $\frac{1}{a_{0}}<1$ is the Liptchiz constant of $T^{-1}$. Thus, by Assumptions $\left(\mathcal{H}_{1}\right),\left(\mathcal{H}_{2}\right)$ and the properties of function $G$, for all $t \in[0,+\infty)$, we obtain

$$
\begin{aligned}
\left|(I-F) x_{0}(t)\right| e^{-\theta t}= & \int_{0}^{+\infty} e^{-\theta t} G(t, s) g(s) h\left(s, x_{0}(s)\right) d s \\
\leq & \int_{0}^{+\infty} e^{-k s} G(s, s) g(s)\left[b(s)+c(s)\left|x_{0}(s)\right|^{d}\right] d s \\
\leq & \int_{0}^{+\infty} e^{-k s} G(s, s) g(s) b(s) d s \\
& +\left\|x_{0}\right\|_{\theta}^{d} \int_{0}^{+\infty} e^{(d \theta-k) s} G(s, s) g(s) c(s) d s \\
\leq & M_{1}+M_{2}\left\|x_{0}\right\|_{\theta}^{d} \\
\leq & M_{1}+\frac{1}{a_{0}^{d}} R^{d} \leq R .
\end{aligned}
$$

By passage to the supremum over $t$, we get

$$
\sup _{t \in[0,+\infty)}\left\{\left|(I-F) x_{0}(t)\right| e^{-\theta t}\right\} \leq M_{1}+M_{2}\left\|x_{0}\right\|_{\theta}^{d} \leq R,
$$

which leads to a contradiction with (3.8).
(d) Assume the existence of $x_{1} \in T^{-1}(\mathcal{P})$ with $\left\|T x_{1}\right\|_{\theta}=r$ and $\mu_{0}>0$ such that

$$
x_{1}=T x_{1}+F x_{1}-\mu_{0} y_{0},
$$

where $y_{0} \in \mathcal{P}$ with $y_{0}(t)>0$ on $[0,+\infty)$. Then

$$
\int_{0}^{+\infty} G(t, s) g(s) h\left(s, x_{1}(s)\right) d s=x_{1}-F x_{1}=T x_{1}-\mu_{0} y_{0}<T x_{1}
$$

Since for all $t \in[0,+\infty),\left|\left(T x_{1}\right)(t)\right| e^{-\theta t} \leq\left\|T x_{1}\right\|_{\theta}=r$, we get

$$
\begin{equation*}
\int_{0}^{+\infty} G(t, s) g(s) h\left(s, x_{1}(s)\right) d s<\left(T x_{1}\right)(t) \leq r e^{\theta \delta}, \forall t \in[\gamma, \delta] . \tag{3.9}
\end{equation*}
$$

On the other hand, $\left\|T x_{1}\right\|_{\theta}=r$ implies one of the following cases:
Case 1. There exists $t_{1} \in[0,+\infty)$ such that $\left|\left(T x_{1}\right)\left(t_{1}\right)\right| e^{-\theta t_{1}}=r$. That is

$$
\left(e^{-\theta t_{1}} x_{1}\left(t_{1}\right)\right)^{3}+a\left(t_{1}\right) e^{-\theta t_{1}} x_{1}\left(t_{1}\right)=r \leq\left(e^{-\theta t_{1}} x_{1}\left(t_{1}\right)\right)^{3}+a^{0} e^{-\theta t_{1}} x_{1}\left(t_{1}\right),
$$

where $a^{0}=\sup _{t \in[0,+\infty)} a(t)$. Let $r_{0}=r_{0}(r)>0$ such that $r_{0}^{3}+a^{0} r_{0}=r$.
Thus, $e^{-\theta t_{1}} x_{1}\left(t_{1}\right) \geq r_{0}$, which implies that $\left\|x_{1}\right\|_{\theta} \geq r_{0}$. Hence $x_{1}(s) \geq \Lambda r_{0}, \forall s \in[\gamma, \delta]$.
Case 2. $\lim _{t \rightarrow+\infty}\left|\left(T x_{1}\right)(t)\right| e^{-\theta t}=r$. That is

$$
\begin{aligned}
& \lim _{t \rightarrow+\infty}\left(e^{-\theta t} x_{1}(t)\right)^{3}+\lim _{t \rightarrow+\infty} a(t) \lim _{t \rightarrow+\infty} e^{-\theta t} x_{1}(t)=r \\
\leq & \lim _{t \rightarrow+\infty}\left(e^{-\theta t} x_{1}(t)\right)^{3}+a^{0} \lim _{t \rightarrow+\infty} e^{-\theta t} x_{1}(t) .
\end{aligned}
$$

Thus, there exists $r_{0}=r_{0}(r)>0$ such that

$$
\lim _{t \rightarrow+\infty} e^{-\theta t} x_{1}(t) \geq r_{0}
$$

which gives $\left\|x_{1}\right\|_{\theta} \geq r_{0}$.
Consequently, from Assumption ( $\mathcal{H}_{2}$ ) and the properties of Green function $G$, for all $t \in[\gamma, \delta]$, we have

$$
\begin{aligned}
\int_{0}^{+\infty} G(t, s) g(s) h\left(s, x_{1}(s)\right) d s & \geq \Lambda \int_{0}^{+\infty} e^{-k s} G(s, s) g(s) h\left(s, x_{1}(s)\right) d s \\
& \geq \Lambda \int_{\gamma}^{\delta} e^{-k s} G(s, s) g(s) h\left(s, x_{1}(s)\right) d s \\
& \geq r e^{\theta \delta}
\end{aligned}
$$

which leads to a contradiction with (3.9). Then Theorem 2.1 applies. Therefore, Problem (3.6) has at least one solution $x \in K$ such that

$$
r \leq\|T x\| \leq R .
$$

### 3.3. Example 3

In the following example, we will use the Theorem 2.4 to study the existence of positive solutions to a boundary value problem for a system of differential equations of the second order. A study that allows the nonlinear term of our system to have different behaviors both in components and in variables, and it gives a kind of localization of each component of a solution.

Consider the following nonlinear boundary value problem for system of two differential equations with Dirichlet condition

$$
\left\{\begin{array}{l}
-\frac{d^{2}}{d d^{2}} f_{1}\left(t, x_{1}(t)\right)=g_{1}(t) h_{1}\left(x_{1}(t), x_{2}(t)\right), 0<t<1  \tag{3.10}\\
-\frac{d^{2}}{d t^{2}} f_{2}\left(t, x_{2}(t)\right)=g_{2}(t) h_{2}\left(x_{1}(t), x_{2}(t)\right), 0<t<1 \\
x_{1}(0)=x_{1}(1)=0 \\
x_{2}(0)=x_{2}(1)=0
\end{array}\right.
$$

where for $i \in\{1,2\}, f_{i}:[0,1] \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$are continuous functions defined by:

$$
f_{i}(t, u)=u^{3}+a_{i}(t) u, a_{i} \in \mathcal{C}^{2}\left([0,1], \mathbb{R}_{+}\right)
$$

$g_{i} \in \mathcal{C}\left([0,1], \mathbb{R}_{+}\right)$and $h_{i}: \mathbb{R}_{+} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$are continuous increasing functions with respect to its two variables.

The system (3.10) is equivalent to the integral system

$$
\left\{\begin{array}{l}
f_{1}\left(t, x_{1}(t)\right)=\int_{0}^{1} G(t, s) g_{1}(s) h_{1}(x(s)) d s, t \in[0,1]  \tag{3.11}\\
f_{2}\left(t, x_{2}(t)\right)=\int_{0}^{1} G(t, s) g_{2}(s) h_{2}(x(s)) d s, t \in[0,1]
\end{array}\right.
$$

where $x=\left(x_{1}, x_{2}\right)$ and $G$ is the corresponding Green's function given in (3.3). We will set

$$
\begin{aligned}
A_{i} & :=\max _{t \in[0,1]} \int_{0}^{1} G(t, s) g_{i}(s) d s \\
B_{i} & :=\frac{1}{4} \int_{\frac{1}{4}}^{\frac{3}{4}} G\left(t_{i}^{0}, s\right) g_{i}(s) d s, \text { for some } t_{i}^{0} \in[0,1]
\end{aligned}
$$

In what follows we consider $i \in\{1,2\}$ and let
$\left(\mathbf{C}_{0}\right) 1<a_{i}^{0}:=\min _{t \in[0,1]} a_{i}(t) \leq b_{i}^{0}:=\max _{t \in[0,1]} a_{i}(t)$.
Assume that the following assumptions hold for some $\alpha_{i}, \beta_{i}$ with $\alpha_{i} \neq \beta_{i}$ :
$\left(\mathbf{C}_{1}\right) A_{i} h_{i}\left(\frac{1}{a_{1}^{0}} \alpha_{1}, \frac{1}{a_{2}^{0}} \alpha_{2}\right) \leq \alpha_{i}$,
$\left(\mathbf{C}_{2}\right) B_{i} h_{i}\left(\frac{1}{4} \beta_{1}^{0}, \frac{1}{4} \beta_{2}^{0}\right) \geq \beta_{i}$, where $\beta_{i}^{0}=\beta_{i}^{0}\left(\beta_{i}\right)>0$ such that $\left(\beta_{i}^{0}\right)^{3}+b_{i}^{0} \beta_{i}^{0}=\beta_{i}$.
Our main existence result on system (3.10) is
Theorem 3.4. Let Assumptions $\left(\mathbf{C}_{0}\right)-\left(\mathbf{C}_{2}\right)$ be satisfied. Then the system (3.10) has a solution $x=\left(x_{1}, x_{2}\right)$ which belongs to $C\left([0,1], \mathbb{R}_{+}\right) \times C\left([0,1], \mathbb{R}_{+}\right)$.

Proof. We apply Theorem 2.4. Here $X_{1}=X_{2}=C[0,1]$ with norm

$$
\|u\|_{\infty}=\max _{t \in[0,1]}|u(t)|
$$

and

$$
\begin{gathered}
K_{1}=K_{2}=\{u \in C[0,1]: u(t) \geq 0 \text { for all } t \in[0,1]\} \\
\mathcal{P}_{1}=\mathcal{P}_{2}=\left\{u \in u \in C[0,1]: u \geq 0 \text { on }[0,1] \text { and } u(t) \geq \frac{1}{4}\|u\| \text { for } \frac{1}{4} \leq t \leq \frac{3}{4}\right\} .
\end{gathered}
$$

Define the operators $T_{i}: K_{i} \rightarrow K_{i}$ and $F_{i}: K_{1} \times K_{2} \rightarrow X_{i}$, for $i=1,2$, by:

$$
T_{i} x_{i}(t)=x_{i}(t)^{3}+a_{i}(t) x_{i}(t)
$$

$$
F_{i} x(t)=x_{i}(t)-\int_{0}^{1} G(t, s) g_{i}(s) h_{i}(x(s)) d s
$$

respectively, for $t \in[0,1]$.
Then, the integral system (3.11) is equivalent to the operator equation

$$
\left(x_{1}, x_{2}\right)=\left(T_{1} x_{1}+F_{1}\left(x_{1}, x_{2}\right), T_{2} x_{2}+F_{2}\left(x_{1}, x_{2}\right)\right),
$$

According to Theorem 2.4 and in a way similar to the one used to show Theorem 3.2 , we can easily show that the system (3.10) has at least one positive solution $x=\left(x_{1}, x_{2}\right)$ which belongs to $C[0,1] \times C[0,1]$ such that

$$
r_{i} \leq\left\|T_{i} x_{i}\right\| \leq R_{i}
$$

where $r_{i}=\min \left(\alpha_{i}, \beta_{i}\right)$ and $R_{i}=\max \left(\alpha_{i}, \beta_{i}\right)$ for $i=1,2$.
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