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REZUMAT. - Lema lui Jack-Miller-Mocanu pentru aplicaţii olomorfe pe 
domenii cu frontieră de clasă C1. în acest articol vom prezenta varianta n- 
dimensionali a lemei Jack-Miller-Mocanu pentru aplicaţii olomorfe definite pe 
domenii din C  ce au frontieră de clasă C*. De asemenea vom prezenta şi 
interpretări geometrice ale rezultatului.

1. Introduction. In several papers [4,5] S. S. Miller and P.T. Mocanu gave

the following generalization of the one dimensional Jack’s lemma [2] and used

it as a basic tool in developing the theory of admissible functions.

LEMMA (Jack-Miller-Mocanu). Let f .  D  - *  C be a holomorphic function

withfţQ) = 0 a n d f  * 0. If\ f(z Q)\ » max |/ ( z ) |,  z0 6  D  -  {2 6  C| |z| < 1}
|t|«|x.l

then there exists a real number m 2  1 such that:

0 )

(«)

V ' ( 2o)
/ ( * o )

m and

Re zo / " (zo) 
/ ' ( * 0)

+ 1 ^ m.
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In a previous paper we extend this result to the case o f holomorphic 

mappings defined on the unit ball of C . Since in several complex variables the 

Riemann mapping theorem fails to be true the purpose of this paper is to study 

an analogous problem to that studied in [2] for holomorphic mappings defined 

on arbitrary domains. Also we shall give geometric interpretations of result.

We let C  denote the space of n-complex va. lbles z = , . . . ,  zn)', with
n

the euclidian inner product < z ,w  > = E zj wj  and the norm ||z|| = (< z ,z > ) m.
j-  »

Vector and matrices marked with the symbol ’ and * denote the t; imposed 

and the transposed conjugate vector or matrix, respectively.

We denote by S£(C) the space of continuous linear operators from C  into 

C , i.e. the n * n complex matrices A  = (AJk), with the standard operator norm: 

MU = sup {Mz||  : Ml * 1 } , ^  E <£(C).

The class of holomorphic mappings f(z)  = ( f x( z ) , . . . , f n{z))' from 

D  (D  £  C  domain) into C  is denoted by <H (D ).

We denote by Dj{z) and Ifflz )  the first and the second Fréchet derivatives 

of f  at z.

We say that /  E !K(D) is locally biholomorphic (locally univalent) at r 

E D  if /h a s  a local holomorphic inverse at z, or equivalently, if the derivative
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o m  -
« / ,(* ) )

dzt
is nonsingular.1 *j,k*n

The open set D Q C  is said to have differentiable boundary bD of class 

C2, at the point z G b D  if there are an open neighborhood U  of i  and a real 

valued function cp e  (?(D) with the following properties:

± E (z)
dz

U  n  D  -  {z G U: (p(z) < 0}

/  V
* 0 for z G U.........  * * »

dz.dz,

bD  is of class C2 if  it is of class C2 at every z G 6D. 

Notice that (1) and (2) imply

( 1)

(2)

U  fl b D  1 (z 6  (/: cp(z) = 0} and U  -  D  = {z G  U: q>(z) > 0}. (3) 

Any function (p G £?(£/) which satisfies (1) and (2) is called a (local) 

defining function for bD  at i .

For a real valued function <p G C^l/) (U  G C ) we define:

cftp
d z2

(z) = a2<pQ0
\ dzJ dz‘ ,

(4)1 *j,k*n

and

dz dz dZjdZ, \ *j,k*n
(5)
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2. Main result.

THEOREM. Let D  be a bounded domain in C' with 0 G D. Suppose 
f  G C(D) fl TC(D U {z}), X0)=0,/«*0 and D f(z )  is nonsingular where z €EbD 
is defined by.

| / ( i ) |  -  max I m i
z E D

l f D  has differentiable boundary bD o f  class ü at the point z E b D  with 
the locally defining Junction <p then there exists a real positive number m such

that:

(0

and

(ii)

« o / ( z ) n 5 ( i )
d z

m f{z) (6)

w ’ .f^Lw+Re w ' f l w  -  ( (z)V ( D 2/ ( i ) ) ' ‘D 2f(z)(w ,w )
d z d z d z 2 d z

ID f(z )w  I2
m (7)

fo r  all w G C \{0} which satisfy Re < w , J ^ (z )  > -  0.
d z

P roof For z » (z,, . . . , z j  e  C , each coordinate zy can be written as

ZJ  =  ° J  +  ' V ’ ^  °« + J  0  R

The mapping z -+ (a , , .. . ,  an, antl,.. .,  a^)' G If" establishes an R linear 

isomorphism between C  and R2”, i.e. we obtain the natural identification 

between C  and R2".
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By using the weak maximum modulus theorem [1] we obtain that z E .b D  
and z G D  is a point o f local conditional maximum of the function H/(z)|| 

under the condition z G bD.

Since D f( z )  is nonsingular and D  has a differentiable boundary at i  G 

bD  it follows that there exists an open neighborhood U  of i  and (p a real 

function such that (1), (2) and (3) hold and also / i s  injective on U.

Next, we shall use method of Lagrange’s multipliers.

Since is a point of local maximum for the function

| / ( a , ,  ...,a 2B)||2 under the condition cp(a15.. . ,a^) » 0 we obtain:

Let F : (d, -  e ,d ,  + e ) x  e , d 2n+ e) -»> R
In

where X, G R and e > 0 is sufficiently small so that

(d, - e , d ,  + e )x . . .x (d2n- c , d 2n+e) C U.

(9)

and

d 2F(âl , . . . , â 3ll)(t,t) *  0 for all t G R?"\{0} 

which satisfy (d, ,.. .,  d^) = 0.
dat

A simple calculation yields:

( 1 0 )
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dF i . • \ _ V"'
« * ,) - Ybat

for y G {1, ..., w} and 

dF

i-i

à f -  d f ,

\ dzj dzj j
- A - ^ ( i ) = 0 , ( 11)

da,j*n
for y G { 1, ..., n}.

(«p - A )  = / £
/-i

a /  -  a /,

dz  ̂ dZj

da

3a
( i ) = 0  (12)

j+n

Since

a F , .  . v  . dF  o v A ~ ( - „——(ûfi, . . . , ûTĵ ) f _ _  ...,ûf2nj -  0 or 7 G { 1 , , n},
d a / ao,+/

we easily obtain:

= A - ^ ( z )  for ail y G {l , . . . ,w}.
-î 3z. az.—y

From the relations (13) we get:

( ( D /( i ) ) - ) / ( i )  -  x Ş i  i) ,
dz

By using the fact that D f(z )  is nonsingular we obtain:

m i ? ) ) ' )

/  \

^ ( z )
dz

= m f(z)

1

(13)

(14)

(15)

where by m we denote the real number _  (Indeed, if A = 0 we obtain /  ( i  ) = 0
A

which contradicts the assumption/ *  0 ).

In order to prove (i) of the Theorem it remains to show that m is positive.

We now let ip: f( U )  - *  R defined by

ip(w) = <p((f\uy\w))
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If I is a small enough real positive number we have that 

(1 + 0 / ( i )  e / ( t / )  and (1 + i)f(z )  <£f(D ). Hence i|»((l + t)f(z)) >  0.

A simple calculations yields:

o s  lim  m  + 0 / 0 0 ) -  w ( j ) >
/—0
/>0 7

-  ■ i b f . w l - W )  -  | l / ( i ) l !uT~l à w t dzk X X
Hence X > 0 and in consequence m > 0 too.

The second differential of F  at the point i  is negative semidefinite.

Straightforward calculations given us:

, A  &fAz)d 2F(z)(t,t)  = £  — -  T f f î ( t J + it..n)(tk + itkJ  +
°Zj ° Zk

A  d2/.(z)* E -">»)('. *VZjVZk

A  d/
ij,k- 1 OZj OZk

A  d/ d/i
dz*

1 2" ^  E dtp
y *m , j . x daJ dak

for t e  R ^ {0} with j ?  t, (z) = 0.
(-1 da.

If we note wy = t. + itJtn, y e  { 1 w « (w, , ,  wn), and use (4)

I n
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and (5) then the above inequality becomes:

2 R e( ( / (z))*D2f(z )(w ,w ))  + 2 flD /(i)w ||2 -

2 . d2<p 2 D / d2q) A-  — w — -i_ w -  — Re w —_  w s  0.
dzdz m dz2m

(16)

From (15) we get that ( /( i) )*  = — f— (i))  (D/(z))"' and substituting
m y dz )

into 16) we obtain:
/  \

(■ Ş  ^ ^  'D  ^  » W)J + I w  n2 ■J_Re
m

1 . d2<p 1 D , d2<p Au' Ţ.W -  — Re w ' —I w  s  0
m

—  w 
m dzdz dzJ

which is equivalent with (7).

The condition for t G R^ţO} gives the following condition for w G  

C \{0} (obtained by the natural identification between R2" and C  mentioned

above) R e< (z )>  -  = J ]  ( i)  = 0 and this completes the proof.
2»

dtp
dz y-i da

3. Geometric interpretation of the main result. In the following remarks 

we shall give some geometric consequences of Theorem.

First we note that if  D f(z )  is nonsingular there exists a neighborhood U  
of z so th a t/is  injective on U  and since / i s  holomorphic we obtain that / i s  a 

biholomorphic mapping between U  and fiJJ) . So, if we note by M  the
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intersection between U  and bD  we obtain that fiM )  is a real hypersurface.
/ \
3cpSince ((D /(i))* )
dz (i) is an outer normal vector to j[M ) at the point

/
j{ z )  the part (i) o f the Theorem has the following geometric interpretation.

Remark 1. If /  is a function which satisfies the requirements of the 

Theorem and M  is the set defined above then the outher normal vector 

at the p o i n t / i )  and the position v e c to r /z )  are in the. same direction.

Let v = ( v , , ..., vB)' be a real tangent vector to j{M ) at j{z ) .

It follows that Re < ((D/(z))*)"'
\

Ş m\dz ,
, v > = 0.

We define on F(M) an orientation such as the second fundamental form 

of the real hypersurface fiM )  a t / z )  is
2»

b (u ,u )  = Y ,  
u -1

at fiM )  in the point J[z ) .

dbt dbj
ut Uj where u £ R 2"\{0} is a real tangent vector

It is easy to check that the second fundamental form of the real

hypersurface j{M ) at j{ z )  can be written as:

v . A K A i »  v ,  p > „< a W ( i ) )  „

*(v,w)  -  _____ dwt)w

dz j
(17)
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We can compute as follows:

a > ( / ( i ) )  m y r  a<p ^  d \ f - l\ ( f ( z ) )  +
dw dw.

J *

• E l l v ) * " ' '
I dz,

a V ( i )  * ( /■ ') , ( / ( * ) )  » ( /■ ')»  ( /< i ) )
i,k dzt dZk dw. dw,

( 1 8 )

d > ( / ( i ) )  = y  a2̂  d { f l ) ,(f(z ))  d ( f - l ) ,( f ( z ))
dWjdwk , dZj dzk dw. dw.

( 1 9 )

Next, by using the following connection between the second 

derivative of a biholomorphic function/ and the second derivative of tl inverse 

function /"':

D T \ A m a , b ) - - ( D n z ) r lD y ( z ) ( ( D f( z ) r 'a .( D f( z ) y l b), a , b E C  and 

substituting (18) and (19) into (17), we obtain:

W+R e \ u ' î l { z ) u - [ ^ ( z ) \ { D f { z ) r  D 2f(z ){u ,u )  
dzdz dz2 \dz )

((D /(i))-)''
I92 )

b(v,v)-

where u is defined by u = D f ' l( f(z))(v) = (D /(z))'‘(v).

Since v is a real tangent vector io fiM )  at j{ z )  we have:

0 = Re < v ,( (Z ) /( i ) )* ) '‘ —  (i)  > = R e< (D f(z )Y lv, ?  00  > =

(20)

dz 
= Re < clip,.u ,—L(z

oz

( z ) >
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and by using (ii) o f Theorem we obtain:

6(v>v) „ = _________ m ||v||2__________|V,! |v|I|((D /(i))-)-'|^(r)j| |v|! j((D / (i))-) '& (i)jj
According to part (i) o f the Theorem we get

H y .v )  *  1
|v |! l/(i)l

Since a principal curvature o f a real hypersurface j{M ) at J( z )  can be 

b(v v)writen as jj ’ I  where v is a principal direction (so v is a real tangent vector) 

we get the following geometric interpretation of the (ii) o f Theorem.

Remark 2. If /  is a function which satisfies the requirements of the 

Theorem and M  is the set defined above then all the principal curvature. 

kj ( j  E {1,. . . ,  2n-\}) o f J{M ) at the point X i )  satisfy

k  2  — !— , j  E  { 1 , ,  2 « - l }
J K/(i)ll

Also the mean curvature of j[M ) at j{ z )  and the Gaussian curvature of 

J{M ) at j{ z )  satisfy the same inequality.
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