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REZUMAT. - O metodă de rezolvare a  sistemelor de ecuaţii neliniare Sn spaţii finit 
dimensionale. în  această lucrare se aplică ideea lui Seidel şi metoda SOR pentru forma 
iterativă a unui sistem de ecuaţii neliniare şi se dau condiţii suficiente, care asigură convergenţa 
şirului iterativ.

It is well known to obtain solutions for a linear and nonlinear system of equations one 

kind are the iterative methods (see [1] pages 177-188, [2] pages 40-49 and 127-166, or [3] 

pages 82-106 and 322-363). For the linear case the simplest method of such type is known 

as Jacobi’s method. For the nonlinear case this method appears, too as Jacobi’s theorem.

Let us consider the function f : D C R ”- + R n, where D * 0 ,  and let us transform 

the system of equations f ( x ) -  0^. in the iterative form x = <|>(jc) (see [4] pages 21-22).

THEOREM (Jacobi). Let us suppose that D ' is a domain, andt|> : D ' C R n -* R n 

a Fréchet differentiable map. I f  A C D ' is a closed convex subset such that <j>(,4) C A, and

there exists a  E  (0,1) with property:
7-1 d Xj

* a for every x E  A and fori » 1, w,

then the system 4K*) 33 x has a unique solution in A (see [5] page 81).

For the linear system of equations transformed in the iterative form there exist other 

methods, which increase the rapidity of convergence for the iterative sequence obtained by 

the Jacobi’s iterative method, like the Gauss-Seidel, and more, the successive overrelaxation
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methods.

In the case of nonlinear systems of the form f i x)  -  0 ^ . , it is known the so called 

Seidel-SOR method, which combines Seidel’s idea with the successive overrelaxation. The 

existing result in this direction is the following:

Let us consider the function /:£>  C R" -* R n, f  m We suppose it is

known the A-th term x* of the iterative sequence, and we want to find x*” . If we suppose that 

the first M  components of x**1 are determined, than let's consider x/ to be the solution of 

theequation: /  (x,**1, ....x ^ .x ^x ,* ,, ...,x„*) -  0. We can calculate this approximative valuex/ 

by one of the methods of solving nonlinear equations in one variable.

Then we obtain the /-th component like: x*“ -  x,k + co*(x/ -  x* ), where o> E  R* is 

a factor of relaxation. We consider the decomposition /(x )  « Dix) -  Ux) -  U(x) for the 

Jacobian o f f  where D(x) is the diagonal matrix formed by the diagonal elements, Ux) is the 

lower triangular matrix, and U(x) is the upper triangular matrix. We note:

B(x) -  tu-^ZXx) -  <d*Z,(x)],

C(x) -  a>_1- [(1 -  to) -D(x) + u)-{/(x)], H(x) -  B XC 

Now we are ready to announce the theorem obtained by the local linearization around 

the solution x* of the nonlinear system of equations:

THEOREM (Seidel-SOR). Let us consider the junction f :  D C R" -+ R" and let us 

suppose that x* is a solution o f the system f ix)  -  0^.. I f  we suppose the following conditions 

hold: i) f  is continuously differentiable in a neighborhood V(x *) C D o f x*. ii) Dfx)  is not 

singular, iii) the spectral radius p(H(x’)) < 1, then there exists a sphere 

S{x r) •  { x E R " | | x - x * |  s  r} C V(x *) such that for every x E  S(x *, r) the iterative 

sequence {x*}^ generated by the Seidel-SOR method is unique defined and converges to x'.
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l ê. x* is an attractive point for f  (see [6] pages 89-95).

The purpose of this work is to apply the Siedel’s idea and the SOR method for the 

■tgrative form $(x) = x of the nonlinear system of equations and to find sufficient conditions 

which assure us the convergence of the iterative sequence. First we rewrite the system 

fik) -  0^. in the nonlinear relaxation form:

We suppose that we can form the function fy*. D '  C. R n -* R " in the following way: 

4>i» " *i + œ* (4>,(x) -x ,),

<h*(*) “ *2 + " xi)> •••>

♦*(*) " * ,+ -  .♦«(*)• xr  >xn) ~ x,)......

- *„ + «»•(♦„(♦ far), • ~ O
for every x G D ' , where <o G R* is the factor of relaxation. For A »* 0 ,  A C D'  closed, 

convex set, let us consider the numbers:

for » -  1 ,n  : t i

au “ SUP 

for i j  » \ , n  and i »* j

atJ -  sup

d6 ,
11 -  CD + to-----!(x)| I x E A

dx.

d<b
|o)-J!_(x)| I x E A  

dx,
For i -  1, n we generate the numbers:

+E v
with convention: ] ^ a ly#A^ -  0. 

j-i

y-1 7-'

THEOREM 1. I f  we suppose that: i) <|> : D* C. R n -+ R n is a Fréchet differentiable 

function, ii) there exists a closed convex subset A * 0 ,  A C D* such that c  A, 

iii) for this set A , max {À/J/ -  l ,n} < 1, /Ae/?every ̂  B A the iterative sequence 

x k"  -  <►*(* *) ex/5/5 and converges to the unique fixed point o f the function <|>.
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Proof. We consider the norm:

l*L  -  m w {Ix, I 11 - 7 7 n)

on B7, and we apply the Banach fixed point theorem to the function For every i -  1, n 

we obtain:

i4*;o) -  <t»;wi -

-  -jc,+a>-{♦/♦rox- >ti-i(y),yP ,y ,)-4>,(4>i’(*)> ,4»m(*),*„ •.*.)-O',-*,)}| -

-  Itv,:*,)(! -«>) + a»* (tX+fc'). .«C.OOjv  - ,y n) -  ...,éU(*),*P | -

-  1Cy, - * , ) 0  - «>) + <•>•<*!>,(“)l ,

where

« -  (4>î(*), Âh(.x),xp ..„ xj + l-f tiV )  -<fXx), .,<t>*-iO) - <t>'-i(*),.V, - X , - xj ) ,  

with I  E  (0,1), and
« M JL déI O', " * ,) ( ! -  m) + «>£ -r— («)(♦; O') -4*7») + «>£ («)(yy -Xy) I *7-1 vXj J.I 0Xj

Ü  d«b dé
* £  l t » , - 7 - i ( " ) l ' l 4 » 7 ‘ 0 ' ) - ' l > 7 * ( x ) l  +  | ( 1  - œ )  +  c o _ l i ( t / ) | - | > ' / - x ( t  +

f * l  O X j  O X j

* i ,  \(yi~xj)\ *f i +1 OXj

*  Œ a i / M j + a n +  Ê  a < j ) i y - * k
j- i ;-/♦!

Consequently

WOO -  ♦*(*)!. -  max {I<|»;o) -  4>(*(x)| i -  TT») s

* max{M' I i -  T7w)• iy  -  x |„ ,

with max {Mt\i -  1, w} < 1. So <j>* is a contraction and we can easily see that the fixed 

point of <|>* will be a fixed point for <|>, too.

For <i> = 1 we obtain the Seidel’s method for the system of nonlinear equations in the
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iterative form. In this case we define the function $*: D'  C R " -* R " in the following way:

♦X*) -  4>2(+te)»*2> -  ••••

♦,*(*) -  «M +fr)......♦*-!

<►» -  ♦„(♦;(*), " ,4 C i(*)>*„).

and for A »* 0 ,  A C D'  closed, convex set,we consider the numbers:

%  " sup

and we generate the numbers:

(x )f \x  e a  \ for i j  -  I,/»

/-I n

M, mY ,  ai /Mj + Y  ait> for '  ■ T »
0 Jml Jmi

with convention: ^  -  0.
y-1

THEOREM 2. 7/Ve suppose that: i) D ' C R " -* R n is a Fréchet differentiable 

fonction, ii) there exists a closed convex subset A * 0 ,A  C D* such that <|>*04) C A, iii) for 

this set A , max {Mt\i ■ l, /i} < 1, then for every x° E  A the iterative sequence 

x**1 -  $*(x k) exists and converges to the unique fixed point o f the function 4>.

Example. We solve the following nonlinear system of equations:

7 sin* -  x 2 + yz + cosz 

9 sin y  -  x z 2 + ycos(xyz) + 1 

8sinz -  xsinz2 + y 2cos(xy)

for x,y,z E  [-1,1]. We transform the system in the following iterative form:

x -  arcsin[(x2 + yz + cosz)|7] 

y  -  arcsin[(xz2+>'cos(xyz) + 1)|9] 

z -  arcsin[(xsinz2 + >'2cos(x>'))|8]
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and we solve it using Jacobi’s theorem, Theorem 2 and Theorem 1 with a) = 1.1. If we 

consider the initial point x° = (0 .5, 0.S , 0 .S ) then we obtain the solution with accurate to two, 

three, four, five decimal places by making 4, 3, 3; and 5, 4, 4; and 6, 5, 5; and 7, 6, 5 

iterations, respectively.

Remark. We can obtain theorems like Jacobi’s theorem, Theorem 1 and Theorem 2 

by using other norms on RP. One problem is to find such a norm, for that the conditions on 

the system are larger.
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