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1. Introduction and preliminaries

Many coupled fixed point results were given in the context of complete gener-
alized metric spaces, for generalized contraction mappings. If we carefully examine
their proofs by the iteration method, we can see that in some cases, not all of the
metric properties are essentials. We give here some coupled fixed point theorems and
applications in a more general setting, the so called generalized Kasahara space.

We recall first the notion of L-space, given by M. Fréchet in [4].

Definition 1.1. Let X be a nonempty set. Let
s$(X) = {(xn)neN |z, € X, ne N}.
Let ¢(X) be a subset of s(x) and Lim : ¢(X) — X be an operator. By definition
the triple (X, c(X), Lim) is called an L-space (denoted by (X,—)) if the following
conditions are satisfied:
(2) if zp, =z, for alln € N, then (xn)nen € ¢(X) and Lim(xy)nen = .
(#3) if (xn)nen € c(X) and Lim(xp)nen = z, then for all subsequences (xy,)ien of
(Zn)nen we have that (zn,)ien € ¢(X) and

Lim(xy,)ien = .
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Remark 1.2. For examples and more considerations on L-spaces, see I.A. Rus, A.
Petrugel and G. Petrusel [10, pp.77-80].

The notion of generalized Kasahara space was introduced by I.A. Rus in [9] as follows:

Definition 1.3. Let (X, —) be an L-space, (G,+, <, g) be an L-space ordered semi-
group with unity, 0 be the least element in (G, <) and dg : X x X — G be an operator.
The triple (X, —,dq) is called a generalized Kasahara space if and only if the following
compatibility condition between — and dg holds:

for all (xp)nen C X with Z de(xp, Trny1) < +00
neN
= (Zn)nen is convergent in (X, —). (1.1)

Remark 1.4. Notice that by the inequality with the symbol +o00 in the compatibility

condition (1.1), we understand that the series Z de(zy, Tnt1) is bounded in (G, <).
neN

Remark 1.5. In the context of generalized Kasahara spaces, fixed point results for self
generalized contractions were already given by S. Kasahara in [5], for the case when
G =Ry U{+oo} and by LA. Rus in [9], for the case when G = R']".

An example of generalized Kasahara space is the following one:

Example 1.6 (I.A. Rus, [9]). Let p: X x X — R be a generalized complete metric
on aset X. Let zg € X and A € R with A # 0. Let dy : X x X — R" be defined by

d ( ) ,O(x,y) s 1fm7éx0 andy#xm
x’ = .
MY A , if x =g or y = x.

Then (X, 5 dy) is a generalized Kasahara space.

We recall also a very useful tool which helps us to prove the uniqueness of the fixed
point for operators defined on generalized Kasahara spaces.

Lemma 1.7 (Kasahara’s lemma [5]). Let (X, —,dq) be a generalized Kasahara space.
Then dg(x,y) = dg(y,x) = 0 implies ¢ =y, for all x,y € X.

Remark 1.8. For more considerations on Kasahara spaces, see [3] and [9].
We introduce now the notion of ordered generalized Kasahara space.

Definition 1.9. Let (X, —,dg) be a generalized Kasahara space. Then (X, —,dg, <)
is an ordered generalized Kasahara space if and only if (X, <) is a partially ordered
set.

Example 1.10. Let X := C([a,b],R™) = {z : [a,b] = R™ | x is continuous on [a,b]}
be endowed with the partial order relation

x<cyszt) <yl) e x(t) <y(t), forall t € [a,b], i =1,m.

We consider %, the convergence structure induced by the Cebisev norm
p:C(la,b],R™) x C([a,b],R™) — R,
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defined by

max |z (t) — y1 (t)]
t€la,b]

p(z,y) = ||z — yllc = max [z(t) — y(t)| =
t€la,b]

mt - mt
tren[gfg]lx (t) = ym(t)]

Let d : O([a, b],R™) x C([a,b], R™) — R7, defined by
d(z,y) = |z —yllc + Iz — y)Pllc = max |z(t) — y(¢)] + max [(t) — y(t)|”
t€la,b] t€la,b]
1) — i (¢ ) — y1 (1P
tgl[gfg]le() yl()|+t1gl[gf§]|x1() y1(t)]

m(t) — ym(t)| + m(@t) —ym ()P

21, (8) = g (8] + 10 [ (0) = €]

where p e N, p > 2.

Since p(z,y) < d(z,y), for all z,y € C([a, b],R™) we get that (C([a,b],R™), 5, d, <c)
is an ordered generalized Kasahara space. (See also I.A. Rus, [9]).

Let (X, —,dg, <) be an ordered generalized Kasahara space. Then we define
X< ={(z1,22) e X x X | 21 <@g or z2 < 21}

In the above setting, if f : X — X is an operator, then the Cartesian product of f
with itself is

[xf: X xX = XxX, given by (f x f)(@1,22) := (f(z1), f(2)).

In this paper, we consider the ordered generalized Kasahara space (X, —, d, <), where
d: X xX — R} is a premetric, ie., d(z,z) = 0, for all z € X and d(z,y) <
d(z,z) + d(z,y), for all x,y,z € X.

We mention that if o, 8 € R™, o = (a1, @2,...,am), 8 = (B1,082,--.,8m) and
¢ € R, then by a < 8 (respectively a < (), we mean that a; < f3; (respectively
a; < ), for all i = 1,m and by o < ¢ we mean that «; < ¢, for all i = 1,m.

We denote by M, ., (R4 ) the set of all m xm matrices with positive elements, by
O, the zero m x m matrix and by I,,, the identity m x m matrix. If A = (a:5); ;—77,
B = (b;) € My,.m(Ry), then by A < B we understand a;; < b;;, for all
1,7 = 1,m. The symbol A™ stands for the transpose of the matrix A. Notice also that,
for the sake of simplicity, we will make an identification between row and column
vectors in R™.

A matrix A € M, (R4 ) is said to be convergent to zero if and only if A — Oy,
as n — oo (see [10]). Regarding this class of matrices we have the following classical
result in matrix analysis (see [1, Lemma 3.3.1, page 55], [11], [8, page 37], [13, page
12).

i,j=1,m

Theorem 1.11. Let A € M., o (Ry). The following statements are equivalent:

(i) A is convergent to zero;
(i1) A™ = O as m — 005
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(#i1) the eigenvalues of A lies in the open unit disc, i.e., |A| < 1, for all X € C with
det(A — \I,;,) = 0;
(iv) the matrixz I, — A is non-singular and

(I —A) ' =L, + A+ A+ ...+ A"+ ...

(v) the matriz (I, — A) is non-singular and (I,, — A)~' has nonnegative elements;
(vi) A"q — 0 € R™ and g"A™ — 0 € R™ as n — oo, for all g € R™.

Remark 1.12. Some examples of matrices which converge to zero are:

@ a ),where a,beRy anda+b<1;

a) any matrix A := < b b

b) any matrix A := ( b ),Where a,be R, and a+b < 1;

a
a b
¢) any matrix A := ( 8 I; ), where a,b,c € Ry and max{a,c} < 1.

We consider now the following particular matrix set:

a1 a2 aiz ... A1m
0 922 423 e agm, 1
A
Mm,m(R-i-) = { 0 0 ass ... asm € Mm,m(R-‘r) max a;; < 2}~
: : : : i=1m
0 0 0 ... amm

Lemma 1.13. Let A € M5, (Ry). Then the matrices A and (I, — A)~'A are con-
vergent to zero.

Proof. Since the eigenvalues of A and (I, — A)"!A are in the open unit disk, the
conclusion follows from Theorem 1.11. O

Remark 1.14. For more considerations on matrices which converge to zero, see [6], [8]
and [12].

Let (X,—) be an L-space and f : X — X be an operator. The following nota-
tions and notions will be needed in the sequel of this paper:

o Fiz(f):={zr € X |xz= f(z)} the set of all fixed points for f.

o I(f):={Y C X | f(Y)CY} - the set of all invariant subsets of X with respect
to f.

o Graph(f) == {(z,y) € X x X | y = f(x)} the graph of f. We say that f has
closed graph with respect to — or Graph(f) is closed in X x X with respect to
— if and only if for any sequences (2, )nen C X, (Yn)neny C X with y, = f(z)
foraln e Nand z,, -z € X, y, > y € X, as n — 00, we have that y = f(x).

e A sequence (z,)nen C X is called sequence of successive approximations for f
starting from a given point xg € X if x,41 = f(zn), for all n € N. Notice that
Tn = f™(x0), for all n € N.
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2. Main results
Our first main result is the following one:

Theorem 2.1. Let (X, —,d, <) be an ordered generalized Kasahara space, where d :
X x X = R is a premetric, i.e., d(x,x) = 0 and d(z,y) < d(z, z) + d(z,y) for all
z,y,z € X. Let f : X — X be an operator. We assume that:

(i) for each (x,y) € X<, there exists z(, ) := 2z € X such that (x,2),(y,2) € X<;
it) for cach (z,y) € X<, we have (z, f(2)), (4, f(y)) € X<
(iii) X< € I(f  f);
(i) f:(X,—) = (X,—) has closed graph;

) f is a Zamfirescu type operator, i.e., at least one of the following conditions
holds:
(v1) there exists A € My, m(Ry) which converges to zero such that

d(f(z), f(y)) < Ad(z,y), for all (z,y) € X<

(v2) there exists B € M5, (Ry) such that
d(f(x), f(y)) < Bld(z, f(x)) + d(y, f(y))], for all (x,y) € X<
(vs) there exists C € M5, (Ry) such that
d(f (@), f(y)) < Cld(x, f(y)) + d(y, f(2))], for all (x,y) € X<
(vi) there exists xg € X such that (zo, f(z0)) € X<.
Then f: (X,—) — (X,—) is a Picard operator.

Proof. Let x € X be arbitrary.
Since (zg, f(70)) € X<, by (iii) we have (f(zo), f?(z0)) € X<.
If f satisfies (vy) then
d(f(z0), f*(x0)) < Ad(zo, f(x0))-

If f satisfies (vy) then

d(f (o), f*(w0))

)

( Bld(xo, f(x0)) + d(f(x0), f*(z0))],
ie., d(f(xo), f*(w0))

)

(z

(
( (Im 7B)7le(£L'0,f(£0)).

<
<

If f satisfies (v3) then

d(f(z0), f*(z0)) < Cld(zo, f*(w0)) + d(f(z0), f(20))]
< Cld(xo, f(x0)) + d(f (o), f*(x0))],
ie., d(f(x0), f*(20)) < (Im — C) ™' Cd(xo, f(x0))-

Let Q := {A, (I, — B)"'B, (I, — C)~'C}. For any matrix M € (, we have
M € My, m(Ry) and by Lemma 1.13, it follows that M is a matrix that converges
to zero. In addition, we have

d(f(zo), f*(x0)) < Md(zo, f(20)), for all (zq, f(20)) € X< and all M € Q.
Now, since (f(zo), f?(x0)) € X<, by (iii) it follows that (f2(zo), f3(z0)) € X<.
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If f satisfies (v1) then
d(f*(xo), f*(z0)) < Ad(f(wo), f*(w0)) < A%d(xo, f(0))-
If f satisfies (v2) then

d(f*(xo), f*(20))
ie., d(f*(wo), f* (w0))

Bld(f(z0), f*(x0)) + d(f*(z0), f*(x0))],
(Im — B) ™' Bd(f(x0), f*(x0))
[(Im — B)~ 1B]2d(x0,f(x0)).

IA A IA

If f satisfies (v3) then

d(f*(wo), [*(20)) < C(f (o), [*(w0)) + d(f*(20), F*(20))]

< Cld(f(x0), f*(x0)) + d(f*(x0), £*(0))],
Le., d(f*(x0), f*(x0)) < (Im — C)~'Cd(f(x0), f*(x0))
< [(Im = )" CPd(wo, f(x0)).

In all three cases presented above, we conclude that

d(f*(z0), f3(w0)) < M?d(zo, f(0))

for all (zo, f(z0)) € X< and all M € Q.
By induction, for n € N, we get

d(f"(xo), [+ (w0)) < M"d(x0, f(x0))

for all (xo, f(zo)) € X< and all M € Q.
Next, we obtain

> d(f™ (o), £ (o)) < Y M"d(wo, f(x0))

neN neEN
= (I — M) d(wo, f(0)) < +o0

for all (zo, f(x0)) € X< and all M € Q.

Since (X, —,d) is a generalized Kasahara space, we get that the sequence of
successive approximations for f, starting from xg, is convergent in (X, —). So, there
exists #* € X such that f™(zg) — z* as n — oo. By (iv) we get that a* € Fiz(f).

Notice also that:

o If (x,x0) € X< then by (ii7) we have (f"(z), f*(z0)) € X< and by (i) that
(2, f(2)), (y, f(y)) € X<.

If f satisfies (v1) then

0 <d(f" (@), f"(20)) + d(f" (20), " (2))
< Ad(f" (@), £ (wo)) + Ad(f" 7 (20), 7 (x)

Rm
< .. < AM(z, ) + Amd(zo, ) =5 0 as n — oo.
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If f satisfies (vy) then

0 < d(f"(x), f"(z0)) + d(
< 2B[d(f" " (x), f*(x)) + d(f" (z0), £ (x0))]
< 2B[(I, — B)™'B]""'[d(z, f(«)) + d(x0, f (0))]
< 2(Ipy + B+ B + .. )B[(I;, — B)"' B]"™'[d(=, f(x)) + d(x0, f(x0))]

[ (o), [ ()
+

= 2[(I,, — B) "' B]"[d(z, f(x)) + d(z0, f(z0))] H%n 0 as n — oo.
If f satisfies (v3) then

)

0 < d(f" (@), £ (z0)) + d(f" (o), £ (x))

< 2L (@), £ (w0)) + A(F" (o), £ ()]

< 20N (@), (@) + d(f" (), M (20))

+d(f" (o), [ (x0)) + d(f™ (o), [ (2))],

(@)1 )+ o). ()
(L — 2C)~12C[d(f*~* (&), £ () + d(f" (o), " (x0))
(I — 2C)12C[(Ly — C) 1€ [d(w, £(2)) + d(zo, f(0))]
< (I = 20)712[(L, — C) 2 C]"{d(w, [(2)) + d(wo, f(20))] -5 0

as n — o0.

ie, 0

IN A I/\

In all three cases we get that d(f™(z), f™*(xo)) = d(f™(zo), f*(z)) = 0. By
Kasahara’s lemma 1.7, it follows that f™(z) = f™(zo), for all n € N.

o If (x,209) ¢ X<, then by (i), there exists z(; ,,) := z € X such that (z,z2),
(x0,2) € X<. Since (z,2) € X<, by (i4i) we have (f”( ), f"(2)) € X< and by
(1) that (z, f(x)), (2, f(2)) € X<. In a similar way as presented above, we obtain
f"(x) = f*(2), for all n € N. On the other hand, since (xo,2) € X< we get that
f™(x0) = f™(2), for all n € N. Hence f"(x) = f™(xg) — =* as n — oc.

We show next the uniqueness of the fixed point x*.

Let y* € Fiz(f) such that y* # x*.

If (x*,y*) € X<, then by (iii) we have (f™(z*), f"(y*)) € X< and by (i) that
(=", f(z")), (v fy")) € X<

If f satisfies (v1) then we have:
0 <d(f(z%), f(y") +d(f(y"), f(27)) SAd( Sy7) + Ad(y", 27,
ie., 0 <d(@* y")+dy*,2*) < (I, — A)~'0=0.

If f satisfies (v2) then we have:

0 <d(f(z%), f(y") +d(f(y"), (")) < 2Bld(a”, f(z")) + d(y", f(y"))],
ie, 0 <d(z*,y")+d(y",a") <2Bld(z*,2") + d(y*,y")] = 0.
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If f satisfies (v3) then we have:

0 <d(f(z7), f(y*) +d(f(y"), f(z7))
< 2C[d(x7, f(y*) +d(y™, f(27)] = 2C[d(2", y*) +d(y™, 27)],
ie., 0 <d(x* y*)+d(y*,z*) < (I, —2C)"*0 = 0.

So, in all three cases, we conclude that d(z*,y*) = d(y*,2z*) = 0. By Kasahara’s
lemma 1.7, it follows that z* = y*.

If (z*,y*) ¢ X<, then by (i), there exists z(y« ,+) := 2 € X such that (z*, 2),
(y*,2) € X<. Since (z*,2) € X<, by following the same way of proof as presented
above, replacing y* with z, we get that z* = z. On the other hand, since (y*, z) € X<,
we get in a similar way that y* = z. Hence x* = y*. O

In the sequel, we will apply the above result to the coupled fixed point problem
generated by an operator.

Let X be a nonempty set, endowed with a partial order relation denoted by <.
If we consider two arbitrary elements z := (z,y), w = (u,v) of X x X, then, we can
introduce a partial ordering relation on X x X, denoted by < and defined as follows:

z X w if and only if (z > u and y < v).

Theorem 2.2. Let (X, —,d, <) be an ordered Kasahara space, where d : X x X — Ry
is a functional, satisfying the following conditions: d(x,z) = 0, for all v € X and
d(z,y) < d(z,z)+d(z,y), for al z,y,z € X.

Let S : X x X — X be an operator. We suppose that:

(7) for each z = (xz,y), w = (u,v) € X X X, which are not comparable with respect
to the partial ordering < in X x X, there exists t := (t1,t2) € X x X, which may
depend on (z,y) and (u,v), such that t is comparable with respect to the partial
ordering <, with both z and w;

(i3) for each x = (z1,22), ¥y = (y1,92) € X x X, with (x1 > y1 and z2 < y2) or
(y1 > 1 and yo < x2) we have

( ry > S(21,72) or S(x1,22) > 71 >
ry < S(w2,71) S(w2,21) < 22
( Y1 > S(y1,92) or S(1,y2) > 0 )
y2 < S(y2,y1) S(y2,y1) < yo
(#i1) for all (x > u and y < v) or (u >z and v < y), we have

{s<x,y> >Swo) {S(u,v) > S(x.y)

and

S(y,x) < S(v,u) S(v,u) < S(y, )

i.e., S has the generalized mized monotone property;
(iv) S: X x X — X has closed graph with respect to —;
(v) at least one of the following conditions holds:



Coupled fixed point theorems for Zamfirescu type operators 461

(v1) there exists ki,ka € Ry, k1 + ko < 1 such that
d(S(z,y), S(u,v)) < krd(z,u) + k2d(y, v)
(v2) there exists k € [0, 3| such that
d(S(z,y), S(u,v)) < kld(z, S(x,y)) + d(u, S(u,v))]
(v3) there exists k € [0, 3] such that
d(S(z,y), S(u,v)) < kld(z, S(u,v)) + d(u, S(z,y))]

(vi) there exists zo == (2§, 28) € X x X such that

2 2 S(25,25)
25 < 523, %))

Then there exists a unique element (z*,y*) € X XX such that x* = S(z*,y*) and y* =
S(y*,z*) and the sequence of successive approzimations (S™(wg,w?), S™(w3,wy))
converges to (z*,y*) as n — oo, for all wy = (wj,wd) € X x X.

Proof. Let Z := X x X and consider =<, the partial order relation on Z, defined as
follows: for all z := (z,y), w := (u,v) € Z, z < w if and only if (z > u and y < v).
Let Z< :={(z,w) := ((z,y),(w,v)) € Zx Z | z<wor w = z}.
Let F: Z — Z be an operator defined by

Pl = (g0 Y)) = (5. 50:0).

We show that all of the assumptions of Theorem 2.1 are satisfied.

By (¢) and (iv) it follows that the assumptions (7) and (iv) of Theorem 2.1 are
satisfied.

By (i), since © = (z1,22) € X x X with

{331 > S(x1,x2) or {5(351,332) > x

Zo S S(Ig,xl) S($2,$1) S o

we have (z1,22) < (S(x1,22),S5(x2,21)) and so, x < F(z). By a similar approach
we get F(z) < z. So, (z,F(x)) € Z<. By following the same way of proof, we get
(y, F(y)) € Z<. Hence, the assumption (i7) of Theorem 2.1 holds.

By (iii), we have Z< € I(F x F).

Indeed, let z = (z,y), w = (u,v) € Z< be two arbitrary elements, where (z >
wand y <wv) or (u >z and v < y) such that

S(x,y) > S(u,v) S(u,v)
() {S(y,x) < S(v,u) or (2) {

From (1) and (2) we have that (S(z,y),S(y,z)) =< (S(u, ) S(v,u)), 1
F(z,y) = F(u,v) or F(z) =< F(w). Similarly, we get F(w) F(z). Hence
(F(2), F(w)) € Zx, for all (z,w) € Z<. So, (F x F)(Z<) C Z<, ie., Z e I(FxF).
Thus, the assumption (i) holds.
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By (vi), since (23, 22) € X x X such that
{z& >S(=,28) {5@3723) > 2

25 < S(28, %) S(25,29) < 25

we get that (z3,28) = (S(28,28),59(22,2)) and thus, 29 < F(z0). By a similar ap-
proach we get F'(z9) = zo. Hence, there exists zp € Z such that (29, F(20)) € Z<, so,
the assumption (vi) of Theorem 2.1 holds.

Finally, we prove the assumption (v) of Theorem 2.1.

Let d: Z x Z — R2, defined by d((z,y), (u,v)) := (gg:g;) .

Since (X, —,d, <) is an ordered Kasahara space, it follows that (X, —, d, <) is
an ordered generalized Kasahara space.
o If (v1) holds, then we have

d(F(z,y), F(u,0)) = d((S(z,y), S(y, 7)), (S(u, v), S(v,u)))
(

) (
d(S(z,y) u,v))) < (kld(m,u) + kgd(y,v)>
d(S(y,z),S(v,u))) = \kid(y,v) + ked(z,u)

S
S

Since k1 + ko < 1, we get that the matrix A :=
o If (v3) holds, then we have

d(F(z,y),F (u,v)) = d((S(z,y), S(y, x)), (S(u, v), S(v,u)))
_ (d(s(%y),s(u,v))) < (kld(z, S(z,y)) + d(u, 5(“»”))])
d(S(y,x), S(v,u))) = \kld(y, S(y,x)) + d(v, S(v,u))]
_ (k O) (d(x S(z,y)) + d(u, S(u,v))
0 k) \d(y,S(y,z)) + d(v, S(v,u))
= Bld((z,y), (S(x,y), S(y, 2))) + d((u, v), (S(u,v), S (v,u)))]
= Bld((z,y), F(z,y)) + d((u,v), F (u,v))]

Since 0 < k < %, we get that the matrix B := <
o If (v3) holds, then we have
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Since 0 < k < 5, we get that the matrix €' := 0 k)€ MGy (Ry).
We apply next Theorem 2.1 and the conclusion follows. O

3. Application
Let us consider the following system of functional-integral equations
B b
(S) w(t) = f(t2(t), f‘}, Bt 5,(s), y(s))ds) , for all t € [a,b] C R;.
y(t) = f(ty(t), [, Bt s,y(s),2(s))ds)

By a solution of the system (S) we understand a couple (x,y) € C|a, b] x Cla, b],

which satisfies the system for all ¢ € [a,b] C Ry.
Let X = Cla,b] be endowed with the partial order relation

z <oy () <y(t), for all t € [a,b].
We consider %, the convergence structure induced by the Cebisev norm

p:Clat] x Clat] = Re play) = o = ylle = max la(t) = (o).

Let d : Cla, b] x Cla,b] — Ry, defined by

d@.9) = = )le + @ =)l = max|e(t) = y(0)] + mas (a(t) ~ y(t))*

Since p(z,y) < d(z,y), for all z,y € Cla,b] we get that (C’[a,b],ﬁnd,gc) is an
ordered Kasahara space.
Theorem 3.1. Let @ : [a,b] x [a,b] x R? = R and f : [a,b] x R2 — R be two continuous
mappings and consider the system (S). We suppose that:

(i) there exists zg := (2§, 28) € Cla,b] x Cla, b] such that

{z&(t) > f(t 2 (t), [2 Dt 5, 28(1), 22(t))ds)
2() < f(t,23(0), [L ®(t,s,23(t), 24(1))ds)

b

b
z5(t) < f(t, (1), f% D(t, 5,25 (t), 25 (t))ds)
25(t) > f(t,23(t), [, @(t. s, 28(t), 25(t))ds)
(i1) f(t,-,2) is increasing for all t € [a,b], z € R and ®(t,s,-, 2) is increasing,
O(t, s,w,-) is decreasing and f(t,w,-) is increasing for all t,s € [a,b], w,z € R,
or, f(t,-,z) is decreasing for all t € [a,b], z € R and ®(t,s,-,2) is decreasing,
D(t, s,w,-) is increasing and f(t,w,-) is decreasing for all t,s € [a,b], w,z € R
(#31) there exists ki, ks € |0, \/‘?’4_1[ such that

|f(t,wr, 21) — f(E, w2, 22)| < ka|wy — f(E, w1, 21)] + ka|wa — f(t, w2, 22)]

for all t € [a,b] and wy,ws, 21,22 € R.
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() for all x = (z1,22), y = (y1,y2) € Cla,b] x Cla,b], with (z1(t) > yi(t) and
xa(t) <yao(t)) or (y1(t) > z1(t) and ya2(t) < z2(t)) we have

({axl(t) > ftai(0), [, @t s,21(1),2a(0))ds)
2a(t) < f(t,wa(t), L ®(t, 5, 2(t), 21 (t))ds)

and

for all t € [a,b].

Then there exists a unique solution (x*,y*) for the system (S).

Proof. Let us consider the operator S : C[a,b] x C[a,b] — Cla,b], defined by
b
S(a.)(0) = Flta(t), [ B(t,s.2(5),(5))ds).

x=S(z,y)
y = S(y,x)
Since S(z,y) is a continuous operator on (Cla,b] x C[a,b], %), it follows that

Graph(S) is closed with respect to 5.
For all (z > w and y <) or (u > x and v < y) we have

1S, 9)(t) — S (u,v) (8)
b b
:mmm/ﬁmmmmmwmﬁm/w@mmwmw

a

Then the system (S) is equivalent with {

i b
(gﬂﬂmwﬂamm/“ﬂu&ﬂ@ww»m>

b

+ kafu(t) — f(t»U(t)y/ D(t, 5, u(s), v(s))ds)|

< ky(J2(t) = S(a,y) ()] + a(t) = S(z, ) ()]?)
+ ko (u(t) — S(u, v) ()] + Ju(t) — S(u,v) (1))
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On the other hand, we have
S (2, y)(8) — S(u,v) (1)

b
< (km:(t)f(t,x(t), / B(t, 5, 2(s), y(5))ds)

2(kf\fv( ) = Sz, y) ) +k2\U( ) ( )(t)l ?)
283 (Ja(t) = S(z,9)(1)] + |=(t) Ol
+ 263 (Ju(t) — S (u, v) ()] + |u(t ) ( v)(6)%).

We get further that:
1S(@,y)(t) = S(u,v)(t)] + |S (2, y)(t) — S(u,v)(t )|2
< (b + 2k7) (|2 (t) — S(x,y)(8)] + | (t) - ®))
+ (k2 + 2k3) (Ju(t) — S(u,v) ()] + [u(t ) ( )( ).

Hence, by taking the maximum over ¢ € [a, b] we get

(S . y). S(u.v)) < K[d(w. (1) + d(u S(u,0)].
for all (z > w and y <) or (u >z and v < y), where

K := max{k; + 2ki, ko + 2k3}.

Since k1, ko € [0, @[, we get that 0 < K < %
We see that all the assumptions of Theorem 2.2 are satisfied and the conclusion
follows. O

Remark 3.2. Similar applications were given in [2] and [7].
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