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A COMBINED METHOD FOR INTERPOLATION
OF SCATTERED DATA BASED ON TRIANGULATION
AND LAGRANGE INTERPOLATION

TEODORA CATINAS

Dedicated to Professor Gheorghe Coman at his 70th anniversary

Abstract. We introduce a combined method for interpolation on scat-
tered data sets in the plane, based on the triangulation method introduced

by R. Franke and G. Nielson in [10].

1. Introduction

A certain method based on triangulation, introduced by R. Franke and G.
Nielson in [10], and the Shepard method, introduced in [15], are superior to other
methods used in interpolation of very large scattered data sets. Both methods have
very comparable fitting capabilities, but there exist situations in which one or the
other may be preferable [10].

We present first the original method based on triangulation, introduced in
[10].

Let f be a real-valued function defined on X C R?, and V;(z;,v;) € X, i =
1,..., N some distinct points. Denote by 7; (z,y), the distances between a given point
(z,y) € X and the points V; (z;,y;), i = 1,..., N. The interpolant with regard to the
data Vi(z;,v:), i = 1,..., N, is of the form

N
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where W;, i = 1, ..., N are the weight functions and P;, i = 1,..., N are some local

interpolation operators. We have
Wi(zj,y;) = dijy 4,5 = 1,., N, 2)

The method of defining the weight functions W;, i = 1,..., N given in [10]
requires the triangulation of the data Vi(z;,v;), i = 1,...,N. Each W; will be a
globally defined C! function with support S; = Ujkien; Tjri, where T} denotes the
triangle with vertices Vj, Vi, Vi and M; = {jkl : Tjy is a triangle with vertex V;}.
For (z,y) € Tjm C S;, the weight functions have the form [10]:

Wiz, y) = (3)

— 12(3— 2b, b2b; by, edlP+lenl®=llesl® 5 Neil®+lles)*~lles]
= bi(3 = 200) + 35 it [bJ lex b les 12 :

where b;, bj, by are the barycentric coordinates of (x,y) with respect to the triangle
Tjw and |ley||, p = 4, 4, k represent the length of the edge opposite to V,, p =i, 4, k.
The barycentric coordinates are given by the equations:

T =bjx; + bjl‘j + brxy,

y = biyi + bjy; + bkYk,

1=0b;+ b]‘ + by,.

For an arbitrary triangle Tz, the only weights which are nonzero are W;, W; and Wy,

and therefore the interpolant (1) becomes
(Pf)(z,y) = Wilz,y)Pi(z,y) + W;(z,y) Pj(z,y) + Wi(z,y) Pr(z,y).  (4)
We note that
Wi+ W; + Wy =1. (5)

As local interpolation operators P;, ¢ = 1, ..., N R. Franke and G. Nielson considered
the solution of the inverse distance weighted least squares problem at (z,y) = (z;,¥:),
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ie.,
Pi(z,y) =fi + @iz (z — 2;) + Qis(y — yi) + @iz — 2;)°
+ ais(z — ) (y — yi) + @iy — v:)°,
where f; = f(zi,yi). The coefficients a;,, k = 2,...,6 are the solutions of the system

[10]

2
in % fitain(@e —2i) + o+ ais(ye — v:)* — fa ,

@i2,...,Qi6 |, _q| pk(xlayl)
k#i
with p; given by
1 (Ri—ri)y
Pi Riry
with
z, z2>0
Zy =
0, =2<0,

and R; is a radius of influence about the node (z;,y;) and it is varying with . The
proper choice of the radius is critical to the success of the method [10]. This is taken
as the distance from node i to the jth closest node to (z;,y;) for j > Ny (N is a
fixed value) and j as small as possible within the constraint that the jth closest node

is significantly more distant than the (j — 1)st closest node (see, e.g. [14]).

2. Main results

In this section we consider a new combined interpolation operator. It is
obtained using the Lagrange interpolation operator as a local interpolation operator.

Let A be the set of Lagrange type information,

Let L; be the bivariate Lagrange operators of degree n (associated to the node
(ziy9:)), 1=1,..., N, (see, e.g., [6]), that interpolates the function f, respectively, at

the sets of points

Zm,i::{ziyzi+1a"';zi+mfl}y izl;"'aNam<N7 (7)
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with zy4; = 25,4 = 1,...,m —1 and m := (n + 1)(n + 2)/2 is the number of the

coefficients of a bivariate polynomial of the degree n, 3, i, aijz'y’.

Remark 1. [6] For given N, it can be considered only operators LT with n such that
(n+1)(n+2)/2< N, ie., forn€{1,...,v}, where v = integer[(v/8N + 1 — 3)/2].

The existence and the uniqueness of the operators L} are assured by the

following theorem.
Theorem 2. [1] Let z; := (x4,9:), i = 1,...,(n + 1)(n + 2)/2 be different points
in plane that do not lie on the same algebraic curve of n-th degree. Then, for every
function f defined at the points z;, i = 1,...,(n 4+ 1)(n + 2)/2 there exists a unique
polynomial of degree n that interpolates f at z;, i =1,...,(n+ 1)(n+2)/2.

Hence, if the points zy, k = 4,...,i +m — 1 of the set (7) do not lie on an
algebraic curve of n-th degree for all i = 1,..., N then L} exists and it is unique for
alli=1,... N.

In what follows we suppose that the existence and the uniqueness conditions

of the operators L}, 2 = 1,..., N, are satisfied.

We have

i+m—1

(L?f)(x,y) = Z lk(w7y)f($kayk)a i = la s aNa
k=i
where [/, are the corresponding cardinal polynomials:
lk(a:j,yj) = 6kj, k,j=14,...,a+m—1.
The operators L} have the following interpolatory properties:

(LY f)(xrsyr) = flxr,yr), k=i, .., i+m—1 (8)

and the degree of exactness is
dex(L}) = n, 9)
foralli=1,..., N.
Next we use these Lagrange polynomials as local interpolation operators F;,
i=1,...,N,in (4). In this way we obtain a new interpolant of the data V;(z;,y;), i =
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1,..., N, with respect to the Lagrange type information, namely:

(Pf)(x,y) = Wilz,y) (L7 f)(@,y) + Wj(z,y) (L] f)(@,y) + Wi(z,y)(L; f)(2,y), (10)
with W;, W;, W}, given by (3).

Remark 3. As the Lagrange operator is linear then the combined operator P is also

linear.

Theorem 4. The combined operator P has the following interpolation properties:
(Pf)(@p:yp) = f(@p,yp), p=1,...,N. (11)
Proof. We have
(P ) (2p, yp) =Wilxp, yp) (L7 ) (20, yp) + W;(@p, yp) (LG ) (2 Yp)
+ Wh(zp, yp) (Ly f)(p, yp)-

Taking into account (2) and the interpolation properties of the Lagrange operators

the conclusion follows. O
Theorem 5. The degree of exactness of the combined operator P is
dex(P) =n (12)

Proof. We have

(Lhepg) (2, y) = epg(2,9), p+q <n, h=1i,j,k
where e,q(z,y) = zPy?. We have

(Pepg)(2,y) = Wilx, y)epg (2, y) + Wiz, y)epq (2, y) + Wi (2, y)epq (2, y)

= epg(2,y) Wiz, y) + Wj(z,y) + Wi(z,y))

and taking into account (5) it follows that
(Pepq)(2,y) = epg(w,9), p+q<mn,

But dex(L?) = n so it means that there exists a (p,q) € N° with p+ ¢ =n + 1 such
that L}epq # epq, which implies that Pe,, # ep,. So the conclusion follows. O
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The new obtained operator presents a higher degree of exactness compared
to that of the Shepard operator (introduced in [15]), which is usually used in this kind

of interpolation problems.

Remark 6. For the particular case n = 1 we have

(Li f)(@,y) = li(x,y) f (@i, yi) + Liga (2, 9) F(@ig1: Yirr) + liga (2, 9) f(Tig2, Yig2) (13)

fori=1,...,N. We have

L _ Wit1—yig2) e+ (Tigo— it )Y+ @it 1Yito—TitoYit1
(z,y) = =
(i—2it1) (Yit1—Yit2) = (Tit1—Tit2) (Yi—Yit1)

livi(z,y) = (Yit2—yi)e+(Ti—Tit2)y+Titayi —TiYito
i+1 (Zit1—Zit2) Wit2—Yi) —(Tit2—2:) (Yit1—Yit2)

1 (:1? y) — (yi—yig)z+H(@ip1— )Y+ TiYip1—Tig1Ys
i+2y (zit2—2:)(Yi—vit1)—(zi—zit1) Yit2—vi)

In this case the new interpolant is of the form:

(PH)(@,y) = Wilz,y)(Li f)(x,y) + W;(z,y)(L; )z, y) + Wi(2,y) (L) (@, 9),

with W;, W;, Wy, given by (3).
Remark 7. The existence and uniqueness condition of L} is that the points
(i, i), (Tit1,Yir1), (Tir2,yir2) do not lie on a line Ax + By + C = 0.

The steps of the algorithm of computation of the previously obtained inter-

polant (10) are:

—_

. Form a triangulation of the points Vi(z;,y:), i =1, ..., M.

[\

Given a point (z,y) determine the triangle Vi, j, ko, containing (z,y).

w

. Compute the Lagrange interpolation polynomials, L}, i = o, jo, ko, given

i+m—1
(L} f)(2,y) Z (2, 9) f (2k, yk), i = io, jo, ko-

4. Compute the weights functlons.

5. Compute the interpolant given by (10).
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3. Test results

We consider several of the generally used test functions, [13], [14], [9]:
Gentle fi(z,y) =exp [ — 8 ((x — 0.5)% + (y — 0.5)?)]/3,
Saddle fo(z,y) = [1.25 + cos(5.4y)]/[6 + 6(3z — 1)?],
Steep  f3(z,y) =exp [ — 8 ((z — 0.5)% + (y — 0.5)?)]/3,
Cliff  fi(z,y) = [tanh(9y — 9z) + 1] /9.

The following table contains mean errors for interpolation by

(Pfl)(way) = Wl(w,y)(Lifl)(m,y) + W](m,y)(L;fl)(ac,y) + Wk(wvy)(Lllcfl)(wvy)a

for I = 1,...,4, with W;, W;, W}, given by (3), L;, L}, L; of the form (13) and
considering the consecutive interpolation nodes as the vertices of the triangle. We
took 100 random generated nodes in the square [—1,1] x [-1,1]. In Figures 1-4 we

plot the graphics of f; and Pf;, i =1,...4.

Function Interpolation error

£ 0.0210
f 0.0340
fs 0.0073
fi 0.0498

FiGURE 1. Function f; and interpolant P fi.
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F1GURE 4. Function f; and interpolant P fy.
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