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SOME INFERENCES AND EXPERIMENTS
ON FREE KNOTS SPLINE REGRESSION

PETRU P. BLAGA

Dedicated to Professor Gheorghe Coman at his 70th anniversary

Abstract. Inferences and experiments on the simple spline regression with
free knots are considered. For the first time an iterative procedure given
in [2] to estimate the values of the free knots based on a multiple linear re-
gression is recalled. Point estimators and confidence interval estimators on
the spline regression coefficients and variance of the response, confidence
interval estimators and (Scheffé [7]) simultaneous confidence interval esti-
mators on the mean value response and prediction value are considered.

Inferences are illustrated by some numerical experiments.

1. Introduction

A multiple linear regression model with constant term is given by the func-

tional relation
r
Y =Bo+ Y BuXk+e,
k=1

where Y is the response (dependent) variable, Xj,..., X, are the regressor (indepen-
dent) variables, and e represents the error term (random noise).

The multiple linear regression analysis consists in the study of the influence of
the variables X1, ..., X, on the variable Y. This study is realized by the inferences on

regression coefficients [, and error term . In this aim a sample of n data observations
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are considered

Yn 1 Tnl oo Tpp

and the sample multiple linear regression can be written in the matrix form
y=XpB+e,

where 87 = (Bo,B1,...,0,) € Rt eT = (e1,...,6,) € R". The classical multi-
ple linear regression model supposes that the random vector € follows the normal
distribution N (0;021,), i.e. the components of e are independent and identically
distributed, each of them following the same normal distribution A/ (0; 02). A solu-
tion (b,e), with b € R"™! | e € R", of the system of equations y = Xb + e is called a
fitted multiple linear regression, and the solution satisfying the least-squares criterion

n
lel’ =e'e = Ze? — minim,

i=1
is called the fitted least-squares multiple linear regression.

It is well-known that the fitted least-squares coefficients are given by
T T
b= (X X) Xy, (1)

and these are unbiased estimators of 3. Moreover, we have that

1 n
2 2
8T = 7’!‘ 1 kE_l €L (2)

is an unbiased estimator for the parameter o>. We remark that the vector of fitted
values y = X b and the vector of residuals e = y — ¢ can be expressed by the hat

matrix
H=X (XTX)_1 xT,

namely ¢y = Hy, and e = (I,, — H) y, respectively, where I, denotes identity matrix
of order n.
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Also, we have the coefficient of determination given by

i — Y e (Wi —Y)

2. Free knots simple spline regression

The simple spline regression model with distinct free knots 7,...,7,
m p
Y:Zaka+Zﬂj(Tj—X)T+5 (4)
k=0 j=1

can be reduced to a multiple linear regression model with constant term, if one intro-

duces the new m + p regressor variables X = X* k=T m, and X,y = (1; — X)T,

J=1p.

The spline technique became a very useful in regression analysis, see, for
example, [4] and [9]. Some remarks on the number and positions of the knots 7; are
presented in [6] following the suggests given by Wold in [11]: (1) there should be as
few knots as possible, with at least four or five data points per segment; (2) there
should be no more than one extrem point and one point of inflexion per segment;
(3) in so far as possible, the extrem points should be centred in the segment and the
point of inflexion should be near the knots.

The transformation on the regressor variables given by Box and Tidwell [3],
recalled in [6], was used in [2] to estimate positions of the knots 7 = (7y,...,7p),
T <...<Tp.

Let us consider a sample of n pairs of data (z;,v;), i = 1,n. The sample

spline regression is reduced to a sample multiple linear regression

m p
yi =00+ > oxTin+ Y BiTims; +ei, i=1mn, (5)
k=1 j=1

_ ok _ m
where z;; = 27, Tim+; = (17 — aci)+.
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Using matrix notation for observations of response variable, coefficients of

model, error terms

Qo
Y1 €1
o QU
Y= 3 6 = = ’ €= )
B P
Yn . En
Bp
and design matrix of model
1 T11 e T1m T1,m+1 - Tl,m+p
X =
1 zo1 ... ZTpm Tam41l oo Toomtp
m m
L o .2 (m—a)y ... (p—m1)]
m m
Loz oozt (=) ... (Tp— @)y

the regression model (5) has the matrix expression
y=Xd+e. (6)

Taking into account that the knots of the spline regression are unknown, the
following iterative procedure to obtain the knots 7; is proposed.

For the first time an initial appropriate value 7(©) = (7'1(0), .. .,TI(,O)) of T is
considered. Thus, we have an initial spline regression model of type (4) with the

attached multiple linear regression model

y = X0 + e, (7)
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where
1 @ ... ap (T{O)—xl)f (T},O)—xl)f
Xo=1|: : : : ;
1 2 ... am (T{O)—xn)f (T;O)—xn):n

and corresponding vector of errors 9. Based on (1), the least-squares estimators of

the coefficients d of the initial model (7) are given by
—1
do = (ag, .., am:by,.. b)) = (XOTXO) X[y

For this multiple linear regression model, we have:

e the vector of fitted values (estimated values)

@T = XOdO = (?jla"'agn)a

e the residual sum of squares

n

lleoll” = Ze? => (wi—9:)7, (8)

i=1

e the residual mean squares (unbiased estimator of o2)

1
55 = 1 leoll®  (with r =m +p), (9)

e the coefficient of determination R% given by (3).

Then, the expanding of
P
h(X;r)=h(X;m,..on) =Y Bj(r - X)T
j=1

in Taylor series about the initial value 7(®) and ignoring terms of higher than first

order, we obtain

T Oh(X;7T)

2
or +O(17)

h(Xir) =h (X;7O0) + (7 - r©)

r=7(0)

39



PETRU P. BLAGA

where 7 = max;_1 (|Tj () |) . Taking into account that

J

ah (X;T) m—1 .
o - mpBj(rj = X)', j=1p,
it results
p m—1
h(X;T)=h (X;T(O)) - Zmﬁj (Tj - T](O)) (T](O) - X)+ + 0O (n?).
j=1

Thus, an extended spline regression model is obtained:

m p m
Y = Zaka+Z,8j (7‘;0) —X)
k=0 j=1 +

) (47

with a corresponding extended multiple linear regression

m p p
Y =qa¢+ Z ap Xy + ZBijJ"j + Z’ijm+p+j + €,
k=1 j=1 j=1

where v; = mp; (Tj — T](O)) , and the additional regressor variables are given by

m—1
Xotptj = (T](O) — X) , 7 = 1,p. In this way, we have the sample extended
+

multiple linear regression

m p p
Yyi = ao + Zakwik + Zﬂjxi,mﬂ' + Z’Yjwi,m+p+j +&;,1=1,n.
k=1 j=1 =1

We denote by

ST = (a(]a"'7a’m;1817'"761);’)/17""71))7 é—r = (517"'751))7
and

1 T11 oo T1,m42p

1 Inl - Tpym42p
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the vector of coefficients, vector of error terms, and design matrix of the sample

extended multiple linear regression. Here, for each i = 1,n, we have

k .
Tik = T;, kzlama

(0 (0)

) m m—1 .
Tim+j = (Tj —Ivi)+ s Lim+p+j = (Tj —wi)+ , J=1

) P-
Thus, the sample extended multiple linear regression has the matrix form
y=Xéb+é. (10)

Because & = € + O (n?), it results that E (&) = E(e) + O (n?) I, = 0, and
Var (&) =Var (e + O (n?) I,) = Var () = 6°1I,.
The least-squares estimators of the coefficients § are given by

d= (ao,...,am;él,...,E,,;él,...,ép)T - (XTX)AXTy.

Refering to v; = mp; (Tj — T;O)) , jJ = 1, p, we obtain

0 Vi
T]:T;)‘Fmé]a

and new estimations of coefficients of the linear model (5) can be calculated, consid-

ji=1p,

ering the new positions of the knots

&
f+ L =T
mbj

T](O) = T](O

Note that the estimations b;, j = 1, p, of the coefficients 3;, j = 1, p, obtained on the
linear model (6), generally differ from the estimations I;j, j =1, p, of the coefficients
Bj, i =1,p, obtained on the linear model (10).

It is remarked in [6] that the procedure of Box and Tidwell [3] converges quite
rapidly, but the round-off error is potentially a problem and successive values of T
may oscillate widly unless enough decimal places are carried. Convergence problems
may be encountered in cases where the error standard deviation of response variable
Y is large or when the range of the regressor variable X is very small compared to its
expectation.
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Table 1 contains the data generated by using the function ([9], p. 45)

f(z) =426 (e " —4e ** +3e "), z€]0,3.3]. (11)

The values of the dependent variable Y are give by

yZ:f(xz)'i'Eu z':l,n,

where z; = (i — 1) /30,4 = 1,100, and &;, i = 1,100, are independent random numbers
following the normal distribution A (0;0.02), i.e. the random vector e T = (g1,...,&,)
has multivariate normal distribution with the mean value E (¢) = 0 and martrix of
covariance is Var (¢) = 0.041,,.

Table 2 contains the knots 7;, estimated coefficients a; and b; of fitted spline
regressions: linear (m = 1) with p = 1,2,3 knots, quadratic (m = 2) with p = 1,2
knots, and cubic (m = 3) with one knot. The corresponding sum of residual squares
(8), residual mean squares (9), and coefficient of determination (3) for each of the
fitted spline regresion are given in the same table.

The procedure to obtain the free knots ends if two successive iterations of
knots differ less than %10*2, else the maximum number of iterations is 500. In
the second case, the free knots correspond to the minumum norm difference of two
successive iterations of the knots of the spline regression no more than 500 iterations.

Figures 1-6 correspond to the six spline regressions and contain for each of
them: plot of fitted spline regression (by continuous line), scatter diagram (by circles),

positions of knots (by squares), and plot of generator function (11) (by dashed line).

3. Confidence intervals

We are interested in giving confidence intervals on the coefficients d; = «;
or 3; of the multiple linear regression (7). If one assumes that the error term e is
normally distributed A (0,U2In), i.e. (7) is a classical multiple linear model, then
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i Yi i Yi [ Yi i Yi i Yi
1] —0.087 | 21 | —0.516 || 41 | —0.148 || 61 0.296 81 0.343
21 —0.590 || 22 | —0.789 || 42 0.242 || 62 0.231 82 0.373
3| —0.439 | 23| —0.326 || 43 | —0.005 || 63 0.511 83 0.397
4| —-0.571 || 24 | —0.092 || 44 0.503 || 64 | —0.085 &4 0.005
51 —0.986 [| 25 | —0.505 || 45 0.072 || 65 0.372 85 0.241
6| —0.614 || 26 | —0.146 || 46 0.350 || 66 0.463 86 0.242
7| —0.683 || 27 | —0.020 || 47 0.298 || 67 0.426 87 | —0.012
8| —0.973 || 28 | —0.545 || 48 0.079 || 68 0.392 88 0.037
91 —0.926 || 29 | —0.471 || 49 | —0.163 || 69 0.281 &9 0.397
10 | —0.965 || 30 | —0.027 || 50 0.265 || 70 0.404 || 90 0.150
11 | —1.032 || 31 | —0.183 || 51 0.081 || 71 0.378 91 0.249
12 | —0.833 || 32 0.072 || 52 0.410 || 72 0.209 92 0.185
13 | —1.069 || 33 0.132 || 53 0.393 || 73 0.180 93 0.036
14 | —0.481 || 34 0.144 || 54 0.633 || 74 0.192 94 0.047
15 | —0.905 || 35 0.290 || 55 0.415 || 75 | —0.048 95 0.243
16 | —0.810 || 36 0.194 || 56 0.169 || 76 0.195 96 | —0.040
17 | —=0.572 || 37 0.325 || 57 0.375 || 77 0.261 97 0.302
18 | —0.722 || 38 | —0.130 || 58 0.097 || 78 0.295 98 0.256
19 | —0.701 || 39 0.129 || 59 0.294 || 79 0.516 99 | —0.026
20 | —0.795 || 40 0.123 || 60 0.288 || 80 0.153 || 100 0.081

TABLE 1. Values of the dependent variable Y

each of the statistics
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m=1 m=2 m=3
p= p=2 | p= p= p= =

I 1.715 | 0.061 | 0.061 | 0.061| 0.433| 0.649
T 1.506 | 1.360 || 1.749
s 2.030
ao 0.605| 0.433| 0.691| —1.119 | —0.216 || —1.951
a —0.144 | —0.082 | —0.175 || 1.260 | 0.513 | 2.838
as —0.276 | —0.128 || —1.133
as 0.140
by —0.888 | 15.996 | 15.967 || 291.236 | 7.912| 6.342
by —0.994 | —0.683 || 0.488
bs —0.408
lleoll? 4.686 | 3.797 | 3.689 | 4.128| 2904 | 2.884
83 0.048 | 0.040 | 0.039| 0.043| 0.031| 0.030
100R? | 75.43| 80.09| 80.66| 78.35| 84.77| 84.87

TABLE 2. Elements of the fitted spline regressions

is T-distributed with d =n —m —p—1=n —r — 1 degrees of freedom, where
s =" (XOTXO)._

j s J=0m+p

Jsd
—1
and (XJXO) ~ denotes the j+1-th entry of the diagonal of inverse matrix of X Xo.
Jsd
Thus, a 100 (1 — &) % confidence intervals on the regression coefficients «;

and ; are given by

a; — td;l_%si <a; < a; + td;l_%si, 1 =0,m,

b; — td;17%8m+i <Bi < b; + td;17%8m+,’, 1 =1,p,

where 4,1 _a is the (1 — 2)-quantile of the T-distribution with d degrees of freedom.
In the Table 3 are given 95% confidence intervals on the coefficients of the six spline
regressions having the elements contained in the Table 2.
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Fitted by spline with free knots: m=1, p=1

T
B Free knots
0.6 © Scatter diagram i
= Free knots spline regression

= = Generator function of data %
o 0%

Dependent variable: Y

° 1,=1.7154

L L
o 0.5 1 1.5 2 2.5 3
Independent variable: X

FIGURE 1. Linear spline (m = 1) with one knot (p = 1)

Fitted by spline with free knots: m=1, p=2

T
B Free knots
0.6 © Scatter diagram -
= Free knots spline regression
= = Generator function of data ° %
>

Dependent variable: Y

1=0.061062° 1,=1.5063
- \ \ a \ \ \
o 0.5 1 1.5 2 2.5 3

Independent variable: X

FIGURE 2. Linear spline (m = 1) with two knots (p = 2)

We have also for the classical multiple linear model (7) that the statistic

1 & d s* (n—r—1)s2
2 A N2
h ——2;1(%_%) =5 T =
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Fitted by spline with free knots: m=1, p=3

T

B Free knots

0.6 © Scatter diagram

= Free knots spline regression

= = Generator function of data © %
>

Dependent variable: Y

1,=0.06128 © 1,=1.3602 13=2.0301
Loy L L o o L L
o 0.5 1 1.5 2 2.5 3

Independent variable: X

FIGURE 3. Linear spline (m = 1) with three knots (p = 3)

Fitted by spline with free knots: m=2, p=1

T T T T T

B Free knots

0.6 © Scatter diagram °
= Free knots spline regression

= = Generator function of data °© e hd

Dependent variable: Y

1=0.061062°

Loy I I I I I I
0 0.5 1 1.5 2 25 3

Independent variable: X
FIGURE 4. Quadratic spline (m = 2) with one knot (p = 1)

follows a y2-distribution with d degrees o freedom. Using this result we have a

100 (1 — @) % confidence interval on o2
ds? ,  ds?
NN R
Xdi1—2 Xd; g
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Dependent variable: Y

Dependent variable: Y

0.6

Fitted by spline with free knots: m=2, p=2

T
B Free knots
© Scatter diagram

= Free knots spline regression

= = Generator function of data ©

1Q0.433 1,=1.7494
s 1 5 = 2 25 3
Independent variable: X
FIGURE 5. Quadratic spline (m = 2) with two knots (p = 2)

0.6

Fitted by spline with free knots: m=3, p=1

B Free knots

© Scatter diagram
= Free knots spline regression
= = Generator function of data °

(-] bs ', ¢
%
1,=0.64918

L
0.5 1 15 2 25
Independent variable: X

FIGURE 6. Cubic spline (m = 3) with one knot (p = 1)

where x7.. denotes the y-quantile of the x* distribution with d degrees of freedom.

The Table 3 contains also 95% confidence intervals on o2 of the six examples of spline

regressions considered in the previous section.
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m=1

p=1

p=2

p=3

&)

(0.350,0.861)

(0.238,0.628)

(0.317,1.066)

aq

(—0.251,—0.038)

(—0.165,0.002)

(—0.318, —0.032)

A1

(—1.070,—0.707)

(9.696,22.295)

(9.680, 22.253)

e

(—1.165, —0.822)

(—1.015, —0.350)

Bs

(—0.745, —0.072)

(0.0371,0.0654)

(0.0304, 0.0536)

(0.0298,0.0528)

m=2

m=3

p=1

p=2

p=1

&)

(—1.248, —0.990)

(—0.919, 0.486)

(—2.239, —1.663)

aq

(1.083,1.438)

(—0.137,1.164)

(2.212, 3.465)

Q2

(—0.328,—0.225)

(—0.270,0.014)

(—1.519, —0.747)

ag

(0.070,0.211)

e}

(176.042, 406.431)

(6.066,9.757)

(4.824,7.860)

B2

(—0.764, —0.211)

02

(0.0330,0.0583)

(0.0234,0.0415)

(0.0233,0.0412)

TABLE 3. Confidence intervals for coefficients and variation

From the construction and theoretical results on the multiple linear model
(7), it results that an unbiased estimator of the mean response E (Y | ) at a point

x| = (l;x,...,wm; (11 — x)

and Var (9) = o’z (XOTXO) x. For the classical multiple linear model, the statistic
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is T-distributed with d degrees of freedom. Using the statistic t,, the following

100 (1 — a)) % confidence interval on the mean response E (Y | ) can be obtained

-1 -1
j— td;l_gs\/aﬁ (XJXO) < E(Y|z)<j+ td;l_gs\/a:—'— (XOTXO) z.

In a similar manner, to construct a confidence interval for a predicted value

y of the response Y, corresponding to a new value z of the regressor X, we have the

statistic
J-y xTdy —y
tm = = = — (13)
3\/1+$T (XOTXO) x S\/1+:L‘T (XOTXO) x
where again 7 = (1; T,z (= x)h (- m)i) , and tp is T-distributed

with d degrees of freedom. Thus, a 100 (1 — &) % confidence interval on the predicted

response y is given by

7 — td;lgs\/l +xT (XJXU)_1 T<y<y+ td;lgS\/l +xT (XJXU)_1 x.
We remark that 7 is the last position 7¢ obtained by iterative procedure and s? is
the corresponding residual sum of square given by (9).

Figures (7), (8) and (9) contain plots of 95% confidence intervals on the
mean response and prediction with respect to = for three of the six considered spline
regressions. Each figure contains scatter diagram (circles), plot of spline regression
function (solid line), plot of confidence interval on mean response (dash-dot line), plot
of confidence interval on prediction (dashed line), and positions of the knots (squares).

The construction of simultaneous confidence intervals on the mean response
and prediction uses the Scheffé’s result. Namely, if C' represents a set of points
x' = (l;x, ca™ (=) (1 — ac)ﬂ’_), and considering W = sup, ¢ t2, were
t2 is given by (12) and (13) respectively, then the statistic W/ (m +p+1) is F-
distributed with (m +p+ 1,n —m —p—1) = (r + 1,d) degrees of freedom.

In this way, we have a 100 (1 — a) % Scheffé simultaneous confidence interval

on the mean response

—1 —1
g—KS\/mT(XOTXO) a:<E(Y|x)<gj+KS\/a:T(XJX0) z,
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Fitted by spline with free knots: m=1, p=3

T
B Free knots
© Scatter diagram
= Free knots spline regression
Conf.interval for mean value | ,“ o o o

Conf.interval for prediction  p
B 7 %o o%é% &£ ©°

0.5

Dependent variable: Y

.
6.06128 1,=1.3602 1,=2.0301
—15tg . . o o
0.5 1 15 2 25 3
Independent variable: X

FIGURE 7. Linear spline (m = 1) with three knots (p = 3)

Fitted by spline with free knots: m=2, p=2

T
a Freeknots | o -
0.6 © Scatter diagram - o St s-al 4
= Free knots spline regression - ‘o o o S~a o
Conf.interval for mean value |» % =~
0.4H = = Conf.interval for prediction ° @©Oq 0 0 f o -

Dependent variable: Y

~1,=0.433 1,=1.7494
1.4k o . . o . . . -
o 0.5 1 15 2 2.5 3

Independent variable: X

FIGURE 8. Quadratic spline (m = 2) with two knots (p = 2)

and 100 (1 — a) % Scheffé simultaneous confidence interval on the prediction

—1 —1
§—Ks 1+:cT(X§XO) T <y<ij+Ks 1+a:T(X§XO) .
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Fitted by spline with free knots: m=3, p=1

T
B Free knots

0.6H © Scatter diagram P - i
B = Free knots spline regression P o ~~--~

Conf.interval for mean value | - 0 o - -

L = = £ 1 f icti % ]
0.4 Conf.interval for predlctlon, Q;Oo ° D ? o

Dependent variable: Y

1,=0.64918

I
o 0.5 1 1.5 2 2.5 3
Independent variable: X

FIGURE 9. Cubic spline (m = 3) with one knot (p = 1)

Here K = \/(r +1) fr41,d:1—a, Wwhere fr41,4:1—q is 1 —a-quantile of the F' distribution
with (r + 1,d) degrees of freedom.

Figures (10), (11) and (12) contain plots of 95% simultaneous confidence
intervals on the mean response and prediction with respect to x for three of the
six considered spline regressions. Each figure contains scatter diagram (circles), plot
of spline regression function (solid line), plot of simultaneous confidence interval on
mean response (dash-dot line), plot of simultaneous confidence interval on prediction

(dashed line), and positions of knots (squares).
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Fitted by spline with free knots: m=1, p=3
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FIGURE 10. Linear spline (m = 1) with three knots (p = 3)

Fitted by spline with free knots: m=2, p=2
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SOME INFERENCES AND EXPERIMENTS ON FREE KNOTS SPLINE REGRESSION

Fitted by spline with free knots: m=3, p=1
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FIGURE 12. Cubic spline (m = 3) with one knot (p = 1)
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